


sexual exploitation. Their community guidelines include not showing minors smoking or drinking 
and forbid sexual images of children.  

- They use a combination of automated technology and human verification to remove harmful 
content. In the last half of 2021, Tik Tok removed 89 million videos worldwide, which represents 
less than 1% of the content. On minor safety, 97.1% removed proactively, and 98% of that 
removed within 24 hours.  

- They also advocate safety by design, for example by designing direct messaging (no end-to-end 
encryption) to limit its use – it is impossible to send any video or image privately on TikTok, both 
parties have to mutually follow each other even if they are over 16. When sharing the content 
under 16s users cannot create the option for everyone to comment on their videos, only those 
that follow them can comment.  

- Tik Tok reports chid sexual abuse images to NecMEC (around 22,000 reports last year). AI 
technology can review imagery and take snap shots before they are uploaded. Some images are 
removed automatically, others are identified for further review. If a video has a certain view rate 
it will be sent back for another review. 

 
They informed about recent blog posts on:  

- recommender systems: https://newsroom.tiktok.com/en-us/how-tiktok-recommends-videos-
for-you  

- hateful ideologies: https://newsroom.tiktok.com/en-gb/countering-hate-on-tiktok-gb 
- The European Transparency Centre: https://newsroom.tiktok.com/en-gb/tiktok-launches-eu-

transparency-and-accountability-centre 
 




