ANNEX 2

(2) Briefing Basis (CAB GABRIEL/5), Speech at the European Parliament Event "Copyright academics meet policy-makers", 06/09/2017 and attachments (background documents)


I. Scene setter (in FRENCH)

Il vous a été demandé de préparer un discours introductif en anglais au colloque "Copyright academics meet policy-makers" organisé le 6 septembre 2017 au Parlement européen par la députée Julia Reda (Groupe des Verts).

Le colloque devrait se dérouler autour de tables rondes organisées autour des 3 thèmes suivants:

- La proposition d'un nouveau droit voisin pour les éditeurs de presse,
- La proposition d'un devoir de précaution imposé aux sites de partage de contenus (value gap ou "VG"),
- L'impact du droit d'auteur sur l'exploitation des données (exception "fouille de textes et données" et protection des bases de données)

Le MEP Axel Voss, rapporteur pour JURI sur la proposition de directive sur le droit d'auteur, devrait participer à un panel. Le programme en anglais plus détaillé figure en annexe (voir IV). Les noms des chercheurs participants ne sont pour l'instant pas disponibles.

J. Reda est très critique sur la proposition sur le Value Gap et le droit voisin de la presse qu'elle considère comme des freins à l'innovation et des mesures uniquement favorables à certains ayant droit, au détriment des autres acteurs (consommateurs et SMEs). Plus généralement, elle est en faveur d'une réforme très profonde du droit d'auteur, considérant que certains principes actuels ne devraient pas trouver à s'appliquer "en ligne". Elle est d'ailleurs membre du parti "Pirates", affilié aux Verts (pour plus de détails sur ses opinions, voir interview assez complet de J. Reda joint dans un document séparé – "A conversation about the digital copyright reform").

Ardente avocate d'une libre utilisation des données, J. Reda s'oppose aux initiatives qui limiteraient cette liberté ou ne la faciliteraient pas assez (selon elle). Par exemple, elle est critique quant au fait que l'exception de fouille de textes et données ("TDM" – text and data mining) proposée par la Commission dans le cadre de la réforme du droit d'auteur de septembre 2016 ne bénéficie qu'aux organismes de recherche et non pas aux chercheurs individuels.

Depuis quelques temps, J. Reda essaie de mobiliser des universitaires qui partagent son analyse et ses critiques contre la réforme proposée. Sur le value gap, par exemple, elle a commandé à C. Angelopoulos une étude dont l'une des conclusions est que la proposition de la Commission irait au-delà du droit d'auteur sur la question de la communication au public et serait contraire aux principes de responsabilité limitée posés par la directive commerce électronique 2000/31/EC. La Commissaire dispose déjà de cette étude qui lui a été communiquée par J. Reda. Elle est jointe, par commodité, dans un document séparé ("Angelopoulos platforms copyright study").
Dans ce contexte, les éléments de langage proposés ci-après rappellent (i) l'attachement de la Commission au droit d'auteur, (ii) le souci d'équilibres à travers la proposition de mesures ciblées et proportionnées et (iii) appellent le législateur à agir vite et jouer un rôle constructif pour déboucher sur des solutions efficaces.

Un point d'avancement détaillé sur les discussions de la proposition de directive se trouve au point III.

II. Speaking points:

- The copyright modernisation package constitutes an ambitious step forward and a key element of the Digital Single Market strategy. It aims to support cultural diversity, facilitate access and use of content in the digital environment and establish up-to-date and clearer rules for all market players.

- We all know: digital technologies are changing how creative content (music, films press) is produced and distributed. Consumer behaviour, of course, is changing too. Content is not accessed today as it used to be.

- **In that context, what is the challenge today?** We need copyright rules which *preserve the function of copyright* as a reward and an incentive for creators and creative industries. At the same time we need to take into account new technical realities and consumption patterns and we need to strike the *right balance* between the interests at stake.

- First, let's clarify something: there is no opposition between copyright holders and the public, but a mutual interest. By recognising and rewarding the investment of creators and of creative industries, copyright contributes to ensure the creation of new and diverse contents. And this is, I think, clearly in the interest of everyone and notably the consumers.

- Beyond the consumers, let's not forget also that we are home to some of the largest publishing houses, a dynamic music industry, and a film sector that is famous the world over. Europe's creative and cultural industries make us a global leader. These industries provide nearly 3% of total employment and around 4% of GDP. That makes them EU’s largest employers.

- As you know, our intervention in the field of copyright focuses on three main objectives:

  1. **Facilitating cross-border access to copyright-protected content online.** We want to develop legal offers online and reinforce
cultural diversity across EU. This is a very important objective that is embodied within diverse measures, some are legal, financial (e.g., MEDIA program) or of another nature (e.g. tools to improve search of content online – see our Communication on copyright adopted in September 2016). Allow me to mention just one concrete example of what we have done recently for giving more access to consumers: the "Cross border portability of contents" Regulation adopted before the summer. This will ensure that that subscribers of digital content services may continue accessing their service when temporary visiting another MS.

2. Modernising the EU rules on key exceptions and limitations in the areas of research, education, and preservation of cultural heritage.

   a. We notably propose to create a new text and data mining exception for research purposes, which will probably be discussed by you today. Under that exception, research organisations would be allowed to carry out acts of text and data mining for the purposes of scientific research. We have crafted this exception with the objective to facilitate scientific research while preserving the existing and well-functioning commercial market for TDM.

   b. Work on exceptions is important to make sure that the copyright framework achieve the right balance between incentivising creation and other public policy objectives such as education, research, social inclusion. I take this opportunity to say that I am particularity pleased with the recent political compromise on two EU instruments, a Directive and a Regulation, aiming to implement the Marrakesh Treaty in the EU. This will help millions of blind and other print disabled people to get better access to books.

3. Introducing fairer rules of the game for a better functioning copyright market place. I understand that this part of the reform will be covered by two of the round tables today. So, what is the logic of the measures we propose?

   a. In the digital environment, the revenues generated by creators, performers and those that invest in them are
accruing disproportionately to a few large players. Over time, this risks leading to less creation, less diversity, less quality.

b. Therefore, we want content owners to be in a better position to negotiate the online use of their content and be remunerated for it. This covers a new related right for press publishers, and measures to be put in place by user uploaded content platforms which would need to cooperate more with right holders. The proposed new rules will also ensure increased transparency to authors and performers on the exploitation and remuneration of their works and will help them to obtain appropriate remuneration.

c. Of course the texts proposed by the Commission can be, in some respects, clarified, and it is the responsibility of the co-legislators to discuss and improve the proposals of the Commission. I need however to highlight some important points to you:

On the publisher right:

- I think we all share the same objective, which is to make sure that media can flourish in the future, for the benefit of the society and the right to information.
- The Commission has proposed to this end to grant online rights to press publishers. We need a future-looking solution, which is flexible enough to adapt to the constant evolution of the way citizens access news online.
- These rights are designed to help publishers in the licensing of their press publications in order to obtain a fair share of the revenues generated by the use of their content in the digital environment. In addition, such protection would also help publishers in enforcing their rights in press publications in courts.
- I would like to insist that our proposal will not impact what you, as individual users, can do with press publications, especially in terms of sharing of hyperlinks and of snippets. We have not modified the scope of what is already protected by copyright. Our objective is not to intervene on the way users share or use extracts of publications online, but on the
way third parties may negotiate and obtain financial gain from these online uses.

**On the value gap:**

- With our proposal on users generated platforms (also called "the value gap"), we want online services providing access to content uploaded by their users **which reach a certain scale** to implement a duty of care aimed at recognizing content uploaded by their users. This covers measures aimed at preventing the upload of infringing content or enabling such upload where an authorization exists between the platform and the relevant rightholders. Services are required to **be transparent** on the measures they take.

- In our view, the proposed text strikes a **fair balance** between the protection of copyright and other applicable fundamental rights and interests.

- The duty of care requires the **collaboration from rightholders** to identify the works at stake. If the platform does not have the identifying data, it cannot be asked to put in place measures aimed at recognising content…

- The proposal requires that measures taken by the services are "**adequate and proportionate**". Only services which give access to a **large amount** of works uploaded by their users are subject to the obligation. In addition, it is acknowledged that the **choice of the measures** by the services should take into account elements such as the nature and the size of the services, the type of content generally uploaded, the availability of the technologies and their effectiveness.

- The proposal also takes into account the **rights of the users**, notably the right to information. This is essential. Services are imposed to put in place a **redress mechanism** before which users can contest the removal of a content which they considered lawful (e.g., copyright exception applies, the work is in the public domain,). I understand that this mechanism could be even strengthened following discussions between co-legislators.

- The value gap proposal currently gives rise to a lot of discussions, including at the EP level.
• As you know, one issue largely debated, is the question of the liability of services for copyright infringing content uploaded by users. While the Commission proposal acknowledged that services may be communicating to the public, there are discussions on the need for further clarification. We are following this matter closely.

On data and copyright:

• In an increasingly data-driven economy, access to and exploitation of data are of paramount importance, for both private and public sectors. The Commission has already undertaken several actions and is envisaging new actions to facilitate access and exploitation of data.

• If and where action is needed on the copyright front, we will be looking into it. I have already mentioned the creation of the TDM exception. Other upcoming initiatives have been announced in the Commission communication on building a European data economy which details the strategy of the Commission in the field of data.

• This strategy aims at facilitating access and reuse of data. In that framework, the Commission is undertaking an evaluation of the Database Directive. A public consultation has just been closed and we are currently looking at the replies.

• We are assessing in particular the impact of the Database Directive on the re-use of data keeping in mind the overall objectives of the Commission's data economy policy.

Conclusion:

• The Commission tabled ambitious and balanced proposals. Our objective now is to ensure that the Directive keeps the level of ambition of our proposals when adopted. We trust that the discussions in the Council and in the European Parliament will allow maintaining this level of ambition and striking the right balance between the different interests at stake.
• Therefore, we encourage both the Parliament and the Council to speed up work on the proposed Directive (and Regulation) so they can adopt their position by the end of this year.

• I would like to thank you very much for your attention and to wish you interesting and constructive discussions today.
III. Fact sheet on copyright (proposal of directive + data related aspects)

1. Directive on copyright in the DSM – State of play

a) In the European Parliament

In JURI (lead committee):

The draft report of Ms Comodini (EPP/MT) was delivered on 10 March. However, Ms Comodini has been replaced recently by Mr Axel Voss (EPP/DE) as rapporteur. Mr Voss does not necessarily share Ms Comodini’s views as expressed in her report (e.g. he is closer to the Commission’s views on press publishers’ rights or value gap).

The shadow rapporteurs are Lidia Geringer (S&D/PL), Angel Dzhambazki (ECR/BG) Jean-Marie Cavada (ALDE/FR), Jiri Mastalka (GUE/CZ), Julia Reda (Greens/DE), Isabella Adinolfi (EFDD/IT) and Marie-Christine Boutonnet (ENF/FR).

An exchange of views on the draft report took place on 22 March. 924 amendments have been tabled (to be added to 72 in the draft report) and were discussed on 13 July. The vote for adoption of the draft report will take place on 10 October (tbc).

Overview of the main changes proposed in the amendments tabled in JURI:

On TDM, there seems to be support to extend the scope of the exception, including the beneficiaries. In contrast, certain EPP, ALDE, ECR and S&D members propose to keep the list of beneficiaries, and narrow down the scope of the exception by excluding commercial purpose. On teaching, there are several amendments (from all groups) suggesting extending the scope of the exception beyond digital uses, beyond the sole purpose of illustration for teaching or to cultural heritage institutions. The exclusion of textbooks and sheet music also has some support. Some members favour a deletion of the possibility given to MS to subject the teaching exception to the availability of licences. Also, several amendments aim at widening the beneficiaries and scope of the preservation exception.

Various amendments (proposed by some members of Greens, ALDE and S&D) aim at introducing new exceptions for user-generated content, freedom of panorama. J. Reda suggests additional new exceptions for libraries (document delivery, remote consultation, e-lending).

On out-of-commerce works, several amendments (S&D) suggest leaving more flexibility for MS while Reda and Adinolfi propose an exception to complement the licensing system e.g. when there is no practice of collective licensing or the CMO is not representative.

On press publishers’ rights, there is no consensus, including among political groups (EPP, ALDE, and S&D). Amendments are made with very opposite objectives, ranging from the complete deletion of the new right (Geringer, Mastalka, Reda and Adinolfi) to the extension of its scope (Voss, Cavada, Dzhambazki). The approach taken by Comodini is only followed by a couple of EPP members.

On the value gap, different views can be noted. Voss and Cavada move recital 38 to the Article. Cavada suggests the extension of the agreements entered into between the relevant services and the right holders to cover users' own uses. Excluding from the scope of the
measure the services covered by article 14 of the E-commerce directive is supported by Geringer. A few members, including Mastalka, Reda and Adinolfi, suggest the deletion of the whole provisions on the value gap.

There is a general support for the provisions on the remuneration of authors and performers, with several MEPs suggesting to strengthen the transparency obligations and contract adjustment mechanism. Also, Cavada, Mastalka and other MEPs from different political groups suggest the introduction of an unwaivable remuneration right.

**In other EP committees:**

IMCO adopted its opinion on 8 June (rapporteur: Catherine Stihler). The amendments proposed on the value gap (for which IMCO is associated under rule 54) reduce the effectiveness of the proposed intervention, as it imposes in article 13 an obligation to take measures only on service providers which are not eligible for the liability exemptions of the E-commerce Directive. The opinion also extends the scope of the exceptions and introduces new exceptions for freedom of panorama and user-generated content.

CULT adopted its opinion on 11 July (rapporteur: Marc Joulaud). On value gap, CULT introduces a clarification that platforms communicate to the public in Article 13. The opinion also introduces a new provision requiring image-reference websites to conclude licences with rightholders, a new exception on user-generated content (optional for MS to implement) and an unwaivable right of remuneration for authors and performers subject to compulsory collective management. Publishers’ rights are extended to analogue uses but reduced in its term of protection to 8 years and complemented by optional rules on journalists’ remuneration.

ITRE adopted its opinion on 11 July (rapporteur: Zdzisław Krasnodębski). The text and data mining exception is extended to start ups and a new remuneration right for authors and performers (similar to CULT) and a rights reversion mechanism (still to the benefit of authors and performers) is introduced. Press publishers’ rights are extended to scientific publications and to analogue uses and complemented by rules on fair remuneration of journalists and other authors in the publication. The value gap provisions have strengthened by including language from recital 38 in the Article (i.e. platforms communicate to the public unless they are eligible for the liability exemption of E-commerce Directive, which does not apply if they play an active role in the distribution of the content).

LIBE (rapporteur: Michał Boni) will vote its opinion in September (date to be defined).

**b) In the Council**

- MS have generally welcomed the provisions on exceptions and out-of-commerce works. Many MS are in favour of extending the exceptions to new beneficiaries and simplifying the licensing system proposed for out-of-commerce. Many MS raised concerns regarding the rationale of the proposed publisher’s rights, their effectiveness and the lack of evidence. Regarding value gap, most MS rather agree with the rationale (i.e strengthening the position of rightholders regarding online players) but have divergent views on the current proposal. The provisions on the remuneration of authors and performers have generally been welcomed.
• The Maltese Presidency has proposed a compromise text covering the first part of the Directive (articles on exceptions and out-of-commerce). The compromise proposal extends the beneficiaries of the TDM and preservation exception and brings clarifications on the teaching exception. It also aims at simplifying the licensing mechanism applying to out-of-commerce. The Estonian Presidency intends to table a compromise text covering the remaining articles of the Directive (negotiation mechanism, publishers' rights, value gap, and remuneration) in September.


• A public consultation has been launched on 24 May 2017 and was closed on 30 August. The results of the public consultation will feed the evaluation of the Database Directive.

• A study has been launched in June. This study focuses on evidence gathering (via an online questionnaire and in-depth interviews) and both legal and economic analysis of the Database Directive, in particular of the sui generis right.

• The evaluation will be published in the first half of 2018. Based on the results of the evaluation, the Commission will determine which actions should be undertaken.

• There is a need to clarify the interplay between the Database Directive and the Public Sector Information Directive ('PSI Directive'). The Database Directive is sometimes used by some public authorities to circumvent their obligations under the PSI Directive (e.g. to prohibit the re-use of public information by relying on their sui generis right). This could undermine the effectiveness of the PSI Directive.
IV – Detailed program (as available today) of the event

Better Regulation for Copyright:

Academics Meet Policy Makers

Wednesday, 6 September 2017
15:00–18:30

ASP1G3, European Parliament, Brussels

The goal of "better regulation" obliges the EU to base its actions on evidence and a full understanding of the impacts. To apply these principles to the ongoing legislative initiatives on copyright and related policy fields, academic experts are visiting the Parliament for a fact-based debate curated by the Institute for Law and the Web (ILAWS), University of Southampton, UK.

Keynote by Commissioner Mariya Gabriel

Panel debates:

• News aggregators vs. press publishers
  What about rights for publishers of press publication?

• Online platforms vs. rightsholders
  What about the "value gap" rhetoric and remedy?

• Data access vs. ownership
  What about a text and data mining exception and a data producer right?

Panelists will include copyright rapporteur MEP Axel Voss, representatives from the Commission and the Estonian Presidency, as well as academics selected by ILAWS.
On Online Platforms and the Commission’s New Proposal for a Directive on Copyright in the Digital Single Market

Dr Christina Angelopoulos
Centre for Intellectual Property and Information Law (CIPIL)
University of Cambridge
January 2017
Key Findings
The current wording of the provisions of the Commission’s new Proposal for a Directive on Copyright in the Digital Single Market (COM(2016) 593 final) which are relevant to ‘information society service providers that store and provide to the public access to large amounts of works or other subject-matter uploaded by their users’ is incompatible with existing EU directives, as well as with the Charter of Fundamental Rights of the EU, as interpreted by the CJEU.

In particular, Recital 38 of the Proposal misinterprets EU copyright and related rights law by implying that these providers by definition go beyond the mere provision of physical facilities and perform an act of communication to the public. This is not an issue that has to date been addressed by EU copyright law, as that has been formulated by the Infosoc Directive and the interpretative case law of the CJEU. Acts of facilitation of third party copyright infringement are instead the rightful domain, not of primary, but of accessory liability, an area of copyright and related rights law that has not yet been harmonised at the EU level.

In addition, Recital 38 of the Proposal also suggests that such providers will lose the protection of the hosting safe harbour of Article 14 of the E-Commerce Directive, where they play an active role, including by optimising the presentation of or promoting the uploaded works or subject matter, irrespective of the nature of the means used therefor. This substantially misrepresents the relevant case law of the CJEU, as well as Recital 42 of the E-Commerce Directive, which underpins this case law. Both of these indicate the need for the relevant hosts to have knowledge and control over specific unlawful data before immunity can be denied.

Finally, Article 13(1) and Recital 39 of the Proposal suggest, as an example of measures that may be imposed on such providers for the enforcement of copyright and related rights, the use of ‘effective content recognition technologies’. Given that such technologies require the monitoring of the behaviour of all of a providers’ end-users, the adoption of such a requirement would go against the prohibition of general monitoring obligations introduced by Article 15(1) of the E-Commerce Directive. As the case law of the CJEU has made clear, it would also violate the principle of a ‘fair balance’ between competing fundamental rights, recognised by that Court as essential in this area, by imposing a disproportionate burden on intermediaries’ freedom to conduct their business (Article 16 of the Charter), as well as end-users’ right to the protection of their personal data (Article 9 of the Charter) and to their freedom of expression (Article 11 of the Charter). It should be noted that the fact that such technologies are currently voluntarily used by some providers is immaterial in this regard: the law of fundamental rights binds State authorities, not private actors.

In addition, the ambiguous wording surrounding these proposals, the first two of which are only mentioned in a Recital and the last of which is only given as an example, would inhibit, rather than improve legal certainty in the EU on the liability of the relevant providers for the copyright infringements of their users. As a result, it is likely to undermine the establishment of a Digital Single Market in Europe, as different Member States experiment with different interpretations in the transposition of the Proposal into national law.

The lack of consistency in the wording of the Recitals, the Explanatory Memorandum, the Impact Assessment and the main text of the Proposal, all of which talk of obligations, but each of which describes these obligations in different terms, is also problematic in this regard.

The relevant provisions should accordingly be deleted or significantly amended.

Recommendations for amendments could be limited to the mere removal and/or rewording of the most problematic aspects of the provisions. This option however would likely render these provisions toothless.

To avoid this outcome, more constructive options are proposed in the form of further amendments for either the introduction of a notice-and-action system or a duty of care for intermediaries to remove notified content where certain requirements are met.

Alternatively, the harmonisation of accessory liability for the infringement of copyright or related rights should be considered, as well as the introduction of an Alternative Compensation System (ACS) for right-holders covering non-commercial direct copyright and related rights infringement committed online by end-users.
Abstract

Upon request of MEP Julia Reda, this study evaluates the provisions of the European Commission’s Proposal of 14 September 2016 for a Directive on Copyright in the Digital Single Market that are relevant to ‘information society service providers that store and provide to the public access to large amounts of works or other subject-matter uploaded by their users’. It concludes that key elements of these provisions are incompatible with existing EU law, including the Charter of Fundamental Rights of the European Union. The provisions ought therefore to be withdrawn or amended. For the purposes of the latter option, the study provides a series of recommendations.
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1. Introduction

On 14 September 2016, the European Commission released its new Proposal for a Directive of the European Parliament and of the Council on Copyright in the Digital Single Market.\(^1\) Article 13 of this, in combination with Recitals 37, 38 and 39, introduces provisions targeted at what the Proposal identifies as ‘information society service providers that store and provide access to large amounts of works and other subject-matter uploaded by their users’. The proposed rules are intended to address what has come to be known as the ‘value gap’, i.e. the idea that a misalignment exists between the volume of creative content accessed globally by users through the services of the targeted providers and the revenue that this access generates for the holders of copyright in that content.

This study contains a critical legal evaluation of Article 13 of the Proposal, as well as of the Recitals that accompany it. In this context, the study will cover the following research questions:


2. Would the adoption of the Proposal lead to more or less fragmentation of the Digital Single Market?

3. If the Proposal is not compatible with existing EU law, how could it be brought into line with that law, while also promoting the completion of the Digital Single Market?

The study shall focus entirely on the legal issues surrounding the relevant provisions and shall in particular not examine the question of whether or not a ‘value gap’ that must be addressed by law in fact exists.

The structure of the study will be as follows: following on from this Section 1 introduction, Section 2 will give a brief description of the ‘value gap’ problem which the proposed Article 13 and Recitals 37, 38 and 39 are intended to address. Section 3 will move on to a consideration of the solution those provisions currently put forth. Section 4 will then outline the existing EU legal framework, while Section 5 will evaluate the compatibility of the Proposal with that framework, as well as the suitability of the Proposal for the promotion of a harmonised Digital Single Market. On the basis this sets up, Section 6 will formulate a set of recommendations on ways in which the Proposal can be improved moving forward. Finally, Section 7 will summarise and conclude.

---


2. Problem Definition

What is the objective of Article 13 and Recitals 37, 38 and 39 of the new Proposal? What is the problem these provisions set out to correct?

According to the Explanatory Memorandum (EM) to the proposed directive, the reasoning behind these provisions can be found in the evolution of digital technologies. This has led to the emergence of the internet as the main marketplace for the distribution of copyright-protected content. The development of Web 2.0 technologies, in particular, has meant that a considerable part of that distribution occurs through online content-sharing platforms, such as YouTube, Dailymotion, MySpace or Vimeo. These enable end-users to upload large amounts of material, including copyright-protected works, to the internet, often infringing rights in the relevant content. This development has been particularly significant in view of the rise of ‘streaming’, i.e. the recent shift from ownership to access-based models of content consumption.5

As both the EM and the Communication on a fair, efficient and competitive European copyright-based economy in the Digital Single Market6 (which was released in parallel to the Proposal) underline, in this new technological landscape, right-holders face difficulties when seeking to authorise and be fairly remunerated for the online use of their works. As a result, concern has arisen about the equitable sharing of the value generated by some new forms of online content distribution – the problem of, as it has come to be termed, the ‘value gap’ in the online exploitation of copyright-protected works.7

The Impact Assessment that accompanies the Proposal8 gives further insight into the Commission’s thinking on this matter. This asserts that the relevant providers use copyright-protected content to increase the value of their services and thereby attract and retain users to their websites. As it explains, access to content on such platforms is generally free-of-charge for users. Instead, these providers draw revenues, directly or indirectly, from two main sources: advertising and user data.

According to the Impact Assessment, despite the fact that some of these platforms have become major actors in online content distribution, right-holders are not necessarily able to enter into agreements with them for the use of their content. For one thing, according to reports by right-holders, some of the relevant providers refuse to negotiate such agreements. In parallel, where providers have offered right-holders a share of their ad-generated revenue, the right-holders argue that, due to the absence of a legal requirement obliging the platforms to properly engage with them, these agreements are unfair. The main target of criticism in this regard is Article 14 of the E-Commerce Directive (ECD), i.e. the so-called ‘hosting safe harbour’ that provides conditional immunity to host service providers. According to its critics, this was not initially intended to exempt the relevant platforms and its misapplication to protect them allows them to ‘effectively circumvent the normal rules of music licensing.’9 As a result, right-holders are often faced with a ‘take it or leave it’ approach by the platforms, whereby they are obliged

---

to either accept what they claim are artificially low rates or continue to send notifications for each individual infringement committed by end-users.\textsuperscript{10}

The result, right-holders maintain, is a distorted distribution of revenue. In this regard, the Impact Assessment cites figures provided by IFPI’s Digital Music Report 2016.\textsuperscript{11} According to this, in 2015, advertising-supported platforms had an estimated user-base of more than 900 million, but generated revenues for the global music industry amounting to only US$634 million, i.e. approximately 4% of global music revenues and just over US$1 per user. Right-holders argue that such revenues are insignificant compared to the US$2 billion they receive from subscription services (equivalent to an estimated US$18 per user), despite the fact that these reach only 68 million users.

It should be noted that, according to the Impact Assessment, the ‘value gap’ described above is disadvantageous not only to right-holders, but also to subscription-financed online service providers, such as Spotify or Deezer. Such providers have not adopted the Web 2.0 business model that relies on user-created content, but instead retain full control over their content offerings. As a result, they are faced with content-acquisition costs that put them at a competitive disadvantage to ad-financed platforms.

On the other side of the debate, content-sharing platforms emphasise that they are not under a legal requirement to negotiate with copyright-holders. Instead, they argue, they enter into monetisation agreements with right-holders on a purely voluntary basis. They observe that, where such agreements are not reached, right-holders are, under the current legal regime, given the possibility of notifying the providers of the existence of infringing content on their platforms. In such cases, providers are placed under an obligation to remove that content by the provisions of the E-Commerce Directive.

The platforms also stress that, while the law does not require that they go further than this, they often proactively do, by implementing voluntary measures intended to help right-holders to identify and/or to monetise the use of their content on the platforms’ services, including through content recognition technologies. They further note that, the accurate identification of infringements remains challenging, even with such specially developed technologies. This will be especially true of transformative content that differs significantly from the original material. Adding complications, content identification technologies often also lead to ‘false positives’, i.e. the erroneous flagging of content that is not unlawful.\textsuperscript{12} This causes concerns from a freedom of expression perspective. Finally, some platforms argue that the divide between the revenues generated by content-sharing platforms and subscription services is in any case closing. Indicatively, according to data released by YouTube in 2015 that service alone contributed over $1 billion to the music industry, with the trend suggesting future increases.\textsuperscript{13}


\textsuperscript{12} Impact Assessment, pp. 140-141.

3. The Proposed Solution

Against this backdrop, Article 13 of the Proposal and the Recitals that underpin it seek to introduce measures aimed at improving the position of right-holders to negotiate and be remunerated for the exploitation of their content by online services giving access to user-uploaded content. The provision is targeted at what the Proposal describes as ‘information society service providers that store and provide to the public access to large amounts of works or other subject-matter uploaded by their users’.

3.1. The Text of the Proposal

The text of Article 13 is as follows:

<table>
<thead>
<tr>
<th>Article 13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of protected content by information society service providers storing and giving access to large amounts of works and other subject-matter uploaded by their users</td>
</tr>
</tbody>
</table>

1. Information society service providers that store and provide to the public access to large amounts of works or other subject-matter uploaded by their users shall, in cooperation with right-holders, take measures to ensure the functioning of agreements concluded with right-holders for the use of their works or other subject-matter or to prevent the availability on their services of works or other subject-matter identified by right-holders through the cooperation with the service providers. Those measures, such as the use of effective content recognition technologies, shall be appropriate and proportionate. The service providers shall provide right-holders with adequate information on the functioning and the deployment of the measures, as well as, when relevant, adequate reporting on the recognition and use of the works and other subject-matter.

2. Member States shall ensure that the service providers referred to in paragraph 1 put in place complaints and redress mechanisms that are available to users in case of disputes over the application of the measures referred to in paragraph 1.

3. Member States shall facilitate, where appropriate, the cooperation between the information society service providers and right-holders through stakeholder dialogues to define best practices, such as appropriate and proportionate content recognition technologies, taking into account, among others, the nature of the services, the availability of the technologies and their effectiveness in light of technological developments.

Article 13 is supported by three recitals in the Preamble to the Proposal: Recitals 37, 38 and 39. These provide guidance for the interpretation of Article 13 and set out the intended relationship between that provision and the existing legal framework.

Recital 37 of the Proposal notes that, over the last years, online services providing access to copyright protected content uploaded by their users without the involvement of right-holders have become main sources of access to content online. According to the Recital, this affects the ability of right-holders to control the use of the subject matter they own and to receive an appropriate remuneration for such use.

---

Recital 38 follows on from this by stating that, ‘where information society service providers store and provide access to the public to copyright protected works or other subject-matter uploaded by their users, thereby going beyond the mere provision of physical facilities and performing an act of communication to the public, they are obliged to conclude licensing agreements with rightholders’. According to the Recital, this obligation is negated if the provider is eligible for the hosting safe harbour of Article 14 of the E-Commerce Directive. Recital 38 suggests that in order to ascertain whether the safe harbour applies or not, it is necessary to verify whether the service provider plays an active role, ‘including by optimising the presentation of the uploaded works or subject-matter or promoting them, irrespective of the nature of the means used therefor.’

On this basis, the Recital confirms what is stated in Article 13, by noting that, in order to ensure the functioning of any licensing agreement, the relevant providers should take ‘appropriate and proportionate measures’ to protect copyright and related rights, such as through the implementation of ‘effective technologies’. These technologies remain undefined: contrary to Article 13 and Recital 39, Recital 38 does not explicitly mention content recognition technologies. The Recital closes by indicating that the obligation to take measures should also apply where the provider enjoys the protection of the hosting safe harbour.

Finally, Recital 39 of the Proposal emphasises the importance, for the success of the Proposal’s solution, of collaboration between the relevant providers and the holders of copyright and related rights. As it notes, such collaboration is necessary for the functioning of the content recognition technologies mentioned in Article 13. To this end, Recital 39 states that right-holders should provide the necessary data to allow the providers to identify the content they allege is copyright-protected. For their part, the service providers should also be transparent towards right-holders with regard to the technologies that they deploy for the purposes of copyright enforcement. This transparency is intended to allow the assessment of the appropriateness of these technologies. According to Recital 39, the providers should in particular provide right-holders with information on the type of technologies used, the way these are operated and their success rate for the recognition of right-holders’ content. These technologies should also enable right-holders to acquire information from the providers on the use of their content that is covered by an agreement with the provider.

3.2. The Policy Context

Before moving on to an assessment of the legality of these proposals, it is useful to first consider the policy context within which they are positioned. This has been helpfully outlined in a series of Communications released by the Commission over the past two years. The lead was taken by the Communication of May 2015 on the Digital Single Market (DSM) Strategy, the Commission’s flagship policy initiative to foster a cross-border European digital economy.\(^\text{15}\) In this, the Commission called, among other things, for the establishment of both a modern, more European copyright framework and a ‘fit for purpose’ regulatory environment for intermediaries.

To these ends, the Communication noted that the EU needs a more harmonised copyright regime that provides incentives to create and invest, while also permitting the transmission and consumption of content across borders. It observed the need, in view of the growing involvement of intermediaries in content distribution, to clarify the rules on the activities of intermediaries in relation to copyright-related content, as well as to adopt measures to safeguard the fair remuneration of creators, so as to encourage the future generation of content. Pertinent for this study, the Communication raised concerns regarding the growing market power of some platforms, including their strong bargaining position compared to their clients, the promotion of their own services to the disadvantage of competitors and the lack of transparency on how they use the information they acquire and on their pricing policies. At the same time, it emphasised that the safe harbours have underpinned the development of the internet in Europe. It stated that, when illegal content (including copyright-infringing content) is identified, intermediaries should take effective action to remove it. The Communication noted the conflicting problems presented by the fact that, on the one hand, procedures for the removal of such content or the disabling of access to it can be slow and complicated, while, on the other, they

often lead to the erroneous take-down of lawful content. It also emphasised the lack of clarity in the current law on what intermediaries can do with the content that they transmit, store or host before losing safe harbour protection.

On the basis of this analysis, the Digital Single Market Communication suggested possible policy options. Specifically, it spoke of the modernisation of the enforcement of intellectual property rights by focusing on commercial-scale infringements through the adoption of a ‘follow-the-money’ approach. It further indicated the need for new solutions that tackle illegal activity, while also respecting fundamental rights, such as rigorous procedures for removing illegal content that take care to avoid the take down of legal content. Additionally, the Communication mentioned the possibility of introducing a duty of care for intermediaries, that would require them to exercise greater responsibility and due diligence in the way they manage their networks and systems.

The Digital Single Market Communication was followed, in December 2015, by a different Communication entitled ‘Towards a Modern, More European Copyright Framework’. Here, the Commission identified, as a key element in pursuing the DSM strategy, the targeted modernisation of EU copyright rules that takes full account of fundamental rights. Significantly, the Communication explicitly focused on the fair sharing of the value generated by some new forms of online distribution. It noted that this is required by the Digital Single Market’s ambition to deliver opportunities for all and recognise the value of content. The Communication observed that not just market-related, but also legal reasons currently undermine such fair sharing. In this regard, it heavily emphasised the lack of clarity concerning the definition of the rights of communication to the public and making available in EU copyright law, as well as the uncertainty regarding the scope of the ECD’s hosting safe harbour. On this basis, the Communication questioned whether the current set of exclusive rights recognised under EU copyright law is sufficient and well-designed and indicated the possible need for a new EU definition of the communication and making available rights.

In addition, this Communication reiterated the Commission’s commitment to the ‘follow-the-money’ approach that focuses on commercial-scale infringement. It clarified that this should emphasise the involvement of different types of intermediary service providers, particularly in a self-regulatory manner. It also indicated a potential need for the clarification of the rules for identifying infringers, the application of provisional and precautionary measures and injunctions and the calculation and allocation of damages and legal costs. The Communication repeated that the measures for the removal of illegal content by hosting providers must be effective and transparent and must not result in legal content being accidentally taken down. In this regard, it mentioned the possible introduction of an EU ‘notice-and-action’ mechanism, including with possible ‘notice-and-stay-down’ effect.

In May 2016, a new Communication on ‘Online Platforms and the Digital Single Market’ underlined the key role played by online platforms in the creation of digital value, while also acknowledging that the fast-changing nature of platform ecosystems raises regulatory challenges. On this basis, the Communication emphasised the importance of the right regulatory framework and bluntly declared that, self-evidently, there cannot be 28 different sets of rules for online platforms in a single market. The Communication confirmed that the existing intermediary liability regime will be maintained, but noted that targeted action is necessary so as to render it sustainable. In this regard, it again raised the issue of the fair allocation of value between distributors and right-holders and suggested as a remedy a possible move towards a ‘sector-specific’ regulation of intermediaries that differentiates between the type of intermediary targeted. The Communication repeated the Commission’s previous conclusions regarding the need, in line with the ‘follow-the-money’ approach against commercial infringement, for coordinated EU-wide self- and co-regulatory initiatives, including ‘appropriate monitoring


17 See also Communication from the Commission to the European Parliament, the Council, the European Economic and Social Committee and the Committee of the Regions on ‘Promoting a fair, efficient and competitive European copyright-based economy in the Digital Single Market’ COM(2016) 592 final, Brussels, 14 September 2016, p. 2.

mechanisms’. Returning to the legal uncertainty as to when intermediaries lose safe harbour protection, the Communication raised the possibility of releasing guidance on the liability of intermediaries that undertake voluntary, good-faith measures to address online illegality. In addition, it repeated its previous reference to the possible introduction of a formal European ‘notice-and-action’ procedure.

Finally, the responsible voluntary behaviour of providers was further emphasised in June 2016, by the ‘Communication on a European Agenda for the Collaborative Economy’.\(^{19}\) This again noted that ‘maintaining the existing intermediary liability regime is crucial for the further development of the digital economy in the EU’. It stressed that responsible behaviour should be encouraged and stated, more firmly this time, that voluntary action should not automatically be taken to mean that the platform is no longer eligible for safe harbour protection. It also emphasised that whether or not a collaborative platform can benefit from a liability exception must be established on a case-by-case basis, depending on the level of knowledge and control that the platform has on the information it hosts. It acknowledged that general monitoring obligations may not be imposed on providers.

\(^{19}\) Communication from the Commission to the European Parliament, the Council, the European Economic and Social Committee and the Committee of the Regions on ‘A European Agenda for the Collaborative Economy’ COM(2016) 356 final, Brussels, 2 June 2016.
4. The Current EU Legal Context

The consideration of the policy objectives behind the current push for the reform of the legal framework governing internet intermediaries raises an obvious question: what is that current legal framework? What are the limits this imposes on future reform and what are its weaknesses that should be improved? These shall be the questions explored in the present Section.

It is important from the onset to note that the rules governing intermediary liability have not currently been comprehensively harmonised at the EU level. Although a certain level of harmonisation does exist, often the modalities through which liability is imposed on internet intermediaries – including those affected by the Proposal – as well as the conditions required for such liability, remain fragmented across the European Union. As a result, two tiers can be distinguished to the relevant rules: an EU tier and a national tier. It should be noted that, arguably, this fragmentation does pose a significant challenge to the establishment of a Digital Single Market.

Below, each of these tiers shall be examined in turn. Sections 4.1-4.3. shall begin with the analysis of the EU legal framework. In particular, Section 4.1. shall concentrate on the hosting safe harbour of the E-Commerce Directive, Section 4.2. on the Charter of Fundamental Rights and Section 4.3. on EU copyright law. Subsequently, Section 4.4 shall move on to a consideration of the relevant national rules.

4.1. The Hosting Safe Harbour

The heart of the current EU intermediary liability framework can be found in the E-Commerce Directive. In Section 4 of this, ‘to eliminate the existing legal uncertainty and to bring coherence to the different approaches that are emerging at Member State level’, the European legislator has introduced a cluster of conditional exemptions from liability for internet intermediaries: the famous ‘safe harbours’. Essentially, these act as defences, granting immunity to intermediaries as regards claims for damages from all liability incurred in the provision of certain services.

As has already been indicated by the analysis above, for the purposes of this report the most important of the safe harbours is that of Article 14 of the E-Commerce Directive. This extends protection to the providers of ‘an information society service’ that consists of ‘the storage of information provided by a recipient on the service’. In order to enjoy the safe harbour such hosting providers must:

(a) not have actual knowledge of the illegality of that content and, as regards claims for damages, awareness of facts or circumstances from which the illegality is apparent; or

(b) upon obtaining such knowledge, act expeditiously to remove or to disable access to the content.

Complementing Article 14, Article 15(1) ECD prohibits Member States from imposing on providers protected by a safe harbour general obligations to monitor the information which they transmit or store or general obligations actively to seek facts or circumstances indicating illegal activity.
As these provisions make apparent, the hosting safe harbour relies heavily on the now popular concept of ‘notice-and-takedown’: while notice will not necessarily be the only way of obtaining actual knowledge or awareness,\textsuperscript{23} the ban against general monitoring obligations of Article 15 ECD will certainly make it the most common one. Admittedly, the E-Commerce Directive fails to provide a detailed procedure guiding the application of its notice-and-takedown system. This can be contrasted to, e.g., the situation in the United States, where the Digital Millennium Copyright Act (DMCA) outlines elaborate rules on notice-and-takedown.\textsuperscript{24} It is worth noting however that the ECD’s current provisions need not necessarily be taken as the final European answer on the topic. Article 21 ECD foresees the possibility of a future introduction of a complete notice-and-takedown procedure at the European level.

In the following sections the reach of the hosting immunity will be analysed in detail. First, what kind of providers might enjoy it (Section 4.1.1.) and then the scope of the protection it grants to them (Section 4.1.2.) shall be investigated.\textsuperscript{25}

4.1.1. Beneficiaries of the Hosting Safe Harbour

The text of Article 14 ECD limits its reach to the ‘providers of information society services that consist of the storage of information provided by a recipient of the service’. What precisely does this mean? The definition is important, as it can indicate whether claims that the Web 2.0 platforms targeted by the Proposal should not be understood as enjoying safe harbour protection are based on a correct interpretation of the current law.\textsuperscript{26}

The E-Commerce Directive defines the notion of ‘service provider’ in Article 2(b) as ‘any natural or legal person providing an information society service’. The notion of an ‘information society service’ in turn is defined by referring back, in Article 2(a) ECD, to Article 1(2) of Directive 98/48/EC.\textsuperscript{27} According to this, an information society service is ‘any service normally provided for remuneration, at a distance, by electronic means and at the individual request of a recipient of services.’ The article goes on to declare that, for the purpose of this definition, ‘at a distance’ means that the service is provided without the parties being simultaneously present; ‘by electronic means’ means that the service is ‘sent initially and received at its destination by means of electronic equipment for the processing (including digital compression) and storage of data and is entirely transmitted, conveyed and received by wire, by radio, by optical means or by other electromagnetic means’; and ‘at the individual request of a recipient of services’ means that the service is provided through the transmission of data on individual request. Under Article 2(d) of the E-Commerce Directive, the ‘recipient of the service’ is defined as ‘any natural or legal person who, for professional ends or otherwise, uses an information society service, in particular for the purposes of seeking information or making it accessible’.

With regard to the requirement that the service should be ‘normally provided for remuneration’, Recital 18 of the E-Commerce Directive clarifies that the service may be offered for free to the recipient, as long as it represents an ‘economic activity’. This solution mirrors a broader rule: Article 57 of the Treaty on European Union (TEU) also declares that ‘services’ within the meaning of the Treaties must be ‘normally provided for remuneration’, while the

\textsuperscript{23} In L’Oréal v eBay, the CJEU also mentions the possibility of ‘investigations undertaken on the intermediary’s own initiative’. See CJEU, C-324/09, L’Oréal v eBay International, 12 July 2011, para 122.

\textsuperscript{24} See Digital Millennium Copyright Act (17 U.S.C., adopted 28 October 1998), section 512(c)(1)(C) and 512(c)(3).

\textsuperscript{25} In the interests of space, the two conditions of knowledge or awareness and of expeditious take-down shall not be considered, as they are not relevant to the assessment of the Proposal. For an analysis of these, see C Angelopoulos, ‘European Intermediary Liability in Copyright’ (Kluwer Law International 2016) 81-94.

\textsuperscript{26} For example, the IFPI Digital Music Report 2015 suggests that, ‘for a content platform such as DailyMotion or YouTube to claim the status of a neutral hosting service is not justified, undermines the negotiating position of right holders and creates unfair competition between individual services.’ The IFPI Global Music Report 2016 states that, ‘[a]t the heart of the value gap is the misapplication of legislative ‘safe harbour’ rules that allow some services, including user upload services such as YouTube, effectively to circumvent the normal rules of music licensing and use copyrighted music content to build their business without fairly remunerating rights holders.’

CJEU has found that this does not mean that the service has to be paid for by those for whom it is performed. In 2014, in *Papasavvas*, this interpretation was confirmed as specifically applicable to ‘information society services’ as well. Given that one of the dominant successful models of e-business consists of providing a service at no charge, with a view to making returns in lateral ways, in particular through advertising, voluntary donations or by application of the so-called ‘freemium’ business model, a restrictive interpretation would in any case make little sense: as long as the provider is making economic gains through the activity, that should be sufficient, while any type of consideration for an economic activity should be allowed to qualify as ‘remuneration’. So, for example, even non-profit providers, such as Wikipedia, should be considered to be included: the service they provide would definitely be ‘normally provider for remuneration’, even if the particular provider relies on donations and volunteers.

As this analysis indicates, although the Directive was adopted long before the emergence of the current generation of Web 2.0 services, nothing in its provisions would seem to screen them out from the concept of ‘information society service providers’.

The question that remains is whether the services they provide can also be said to qualify them for the protection of Article 14 specifically. As noted above, this is dedicated to services that ‘consist of the storage of information provided by a recipient of the service’. On this matter, the Directive itself is entirely silent. Certainly, as right-holders suggest, the state of the art at the time of its adoption could be taken to indicate that interactive platforms were not explicitly on the legislators’ minds. However, legal texts are not usually applied only to technologies in existence at the time of their drafting and the term ‘storage’ is broad enough to comfortably encompass Web 2.0 platforms. Absent other indications in the text, arbitrary restrictions on the natural meaning of the term appear inappropriate.

This conclusion has been confirmed by the case law of the CJEU. In 2010, in *Google France*, the Court accepted that the well-known search engine’s advertising service ‘Adwords’ not only features all of the elements of an ‘information society service’ provider, but also constitutes a provider of a service that ‘consists of the storage of information provided by a recipient of the service’. It is therefore, in principle, eligible for Article 14 ECD’s protection. Subsequently, in *L’Oréal v eBay*, the Court reached the same conclusion with regard to the provider of an online marketplace. Finally – and most importantly for the purposes of this study – in *Netlog*, the Court explicitly stated that a social networking site, i.e. a Web 2.0 provider of the kind considered in the new Proposal, was ‘a hosting service provider within the meaning of Article 14’ ECD. Indeed, Article 13 of the Proposal itself seems to accept that the providers it targets qualify as hosting providers, by defining them as ‘information society service providers’ that, *inter alia*, ‘store’ the relevant data.

The above being said, whether these providers abide by the conditions imposed for the enjoyment of the safe harbour is a different question. A limitation in this regard is introduced by the title of Section 4 of the Directive. This makes clear that the immunities the Section introduces are intended to apply, not to all ‘information society services’ as well.

---

28 See also C-352/85, *Bond van Adverteerders v The Netherlands State*, 26 April 1988, referring to Article 60 of the Treaty establishing the European Economic Community (EEC Treaty), now Article 57 of the current Treaty on the European Union.
29 *CJEU, C-291/13, Papasavvas v O Fileleftheros Dimosia Etairia*, 11 September 2014.
30 According to this model, the majority of users are offered free access to the service, while a small minority are relied on to pay a premium for additional services. The first ensure the necessary popularity of the service and the second provide the actual financing. See Wikipedia entry on ‘freemium’, available at: https://en.wikipedia.org/wiki/Freemium.
33 *CJEU, joined cases C-236/08 and C-237/08 Google France v Louis Vuitton et al*, 23 March 2010.
34 *CJEU, joined cases C-236/08 and C-237/08 Google France v Louis Vuitton et al*, 23 March 2010, para. 110-111.
36 *CJEU, C-360/10, SABAM v Netlog*, 16 February 2012, para. 27.
service providers’, but specifically to ‘intermediary service providers’. In Google France, the CJEU interpreted the notion of an ‘intermediary’ by linking it to a notion of ‘neutrality’.\(^{38}\) For this purpose, the Court relied on Recital 42 of the E-Commerce Directive to suggest that, in order to qualify for protection, a provider’s activity must be ‘of a mere technical, automatic and passive nature’, such that the provider has neither knowledge of nor control over the information which is transmitted or stored.\(^{39}\) The Court saw this condition as a necessary prerequisite for cases of hosting, as much as of caching and mere conduit services.

It should be noted that this interpretation is controversial. So, for example, AG Jääskinen expressed vehement opposition to this reading in his later Opinion on L’Oréal, going as far as to describe it as seriously endangering the objectives of the E-Commerce Directive.\(^{39}\) The AG supported the view that sees Recitals 42 to 44 as limited to only mere conduit and caching providers. Instead, he claimed that it is Recital 46, which explicitly mentions the providers of services ‘consisting of the storage of information’ and confirms the requirement of expeditious take-down, that is intended to apply to hosts. According to the AG, “neutrality” does not appear to be quite the right test’ for host service providers. He voiced his criticism in strong terms: ‘I would find it surreal that if eBay intervenes and guides the contents of listings in its system with various technical means, it would by that fact be deprived of the protection of Article 14 regarding storage of information uploaded by the users.’\(^{40}\) Commentators have mostly agreed with the AG, noting that hosting providers will almost necessarily have some degree of involvement in the information stored, at least in the form of making available tools for its uploading, categorisation and display, while any other interpretation would result in a so-called ‘Good Samaritan paradox’, whereby a hosting intermediary would be disincentivised from taking precautions against infringement for fear of losing safe harbour protection.\(^{41}\)

The issue is a tricky one. The wording of the Directive’s recitals don’t offer concrete guidance: Recital 42 does indeed talk vaguely of ‘the exemptions from liability established in this Directive’, as does Recital 45. This can be contrasted to e.g. Recitals 43 and 44, which explicitly refer to mere conduit and caching, and Recital 46, which openly limits itself to hosting. This could suggest that Court’s interpretation might indeed have been the one intended by the EU legislator. Regardless, in its case law, the CJEU sidestepped the pitfalls envisioned by the AG by loosening the definition of neutrality in order to allow hosts the necessary breathing space. So, according to Google France, the role played by a provider in the drafting of a commercial message or in the establishment or selection of keywords is relevant in assessing ‘neutrality’. On the other hand however, the mere facts that the service is subject to payment, that the provider sets the payment terms or that it provides general information to its clients cannot have the effect of depriving the provider of safe harbour protection. It would thus seem that, claims according to which providers who monetise content or build their business on it lose safe harbour protection do not appear to be accurate. Similarly, in L’Oréal, it was declared that ‘the mere fact that the operator of an online marketplace stores offers for sale on its server, sets the terms of its service, is remunerated for that service and provides general information to its customers cannot have the effect of denying it the exemptions from liability’. Instead, in order to be deemed non-neutral, the host would have to engage in activities such as ‘optimising the presentation of the offers for sale in question or promoting those offers’.\(^{43}\)

Should such optimisation and promotion be interpreted as including the use technical means, as the AG feared? Importantly, in L’Oréal, the CJEU observed that eBay provides assistance intended to optimise the presentation of or promote certain offers for sale ‘in some cases’. In the UK referring judgement, eBay is indeed described as providing two broad types of user-support relevant to content optimisation and promotion: both generic support available to all, in the form of help pages, tutorials, templates and tools, and enhanced support given exclusively to its most successful users. This second category included such assistance as the provision of ‘personal account manager, personal phone support, fast priority email support, final value fee discounts and access to a dedicated

---

\(^{38}\) CJEU, joined cases C-236/08 and C-237/08 Google France v Louis Vuitton et al, 23 March 2010, para. 112-114. See also CJEU, C-324/09, L’Oréal v eBay International, 12 July 2011, para. 111-113 and CJEU, C-291/13, Papasavvas v O Filelethewros Dimosia Etaria, 11 September 2014, para. 39, 41 and 45.

\(^{39}\) CJEU, Opinion of Advocate General Jääskinen, case C129/14 FPU, Zoran Spasic, 2 May 2014, para. 139 et seq.

\(^{40}\) CJEU, Opinion of Advocate General Jääskinen, case C-324/09, L’Oréal v eBay International, 9 December 2010, para. 146.

\(^{41}\) See, for example, P van Eecke, ‘Online Service Providers and Liability: A Plea for a Balanced Approach’ (2011) 48 Common Market Law Review 1455.

\(^{42}\) See, for example, IFPI Global Music Report 2016, p. 8 and 23.

\(^{43}\) CJEU, C-324/09, L’Oréal v eBay International, 12 July 2011, para. 115 and 116.
PowerSeller board.’ Given the specification of ‘in some cases’ and the fact that the CJEU stated that it was up to the national court to examine whether or not the site played a non-neutral role in the particular case before it, it must be presumed that the first category of generic and automated help open to all is not relevant in to a finding of ‘neutrality’. On the other hand, it indeed seems fair that immunity should not be granted where a provider gives tailored advice to a specific user.44

This interpretation is also in line with Recital 42 ECD’s emphasis on the provider’s ‘knowledge of and control over the information’: arguably, providing abstract advice or pre-configuring algorithms capable of organising content cannot comfortably be said to furnish a platform with knowledge of the existence of that content, except in the most general way. Yet, surely, all host service providers know that they are storing content in general? Something more should therefore be required before they can be deemed to be ‘non-neutral’. Similarly, proper control over the data uploaded by users without knowledge of that data is not possible.45 The linking of ‘neutrality’ with the notion of ‘intermediation’ in the CJEU’s case law, further supports this approach.

What would make a provider non-neutral? The *Papasavvas* case provides indications. This concerned the obvious case of a newspaper publishing company operating a website on which an online version of the paper is posted. According to the Court, such a company has, in principle, knowledge of the information which it posts and exercises control over that information. It cannot therefore be considered to be a neutral ‘intermediary service provider’.

In conclusion, according to existing indications, neutrality does not seem to demand the complete passivity from storage providers.46 While the borderline that turns a neutral host into an active content provider therefore remains a fuzzy one, it appears that Web 2.0 providers cannot per se be excluded. Instead, the case law would indicate that, as long as they don’t contribute to the creation of the relevant content or provide assistance geared at optimising the presentation of or promoting that content then they are sufficiently neutral. Certainly, this appears to be the approach most commonly endorsed by the national courts of the Member States.47

Ultimately, perhaps the connection of neutrality, under CJEU case law, with the function of intermediation and its dependence on the notions of knowledge and control would suggest that what the Court is in fact attempting through its introduction is a differentiation between ‘true intermediaries’, which remain uninvolved in the third party wrong despite the use of their services for the commission of that wrong (and which therefore should enjoy immunity) and service providers which, to a greater or lesser extent, are involved in the wrong in such a way that it might be understood to be their own (which therefore do not deserve protection). Seen under this lens, the CJEU’s bid for neutrality is probably best interpreted as an attempt to depend liability on the mental attitude of the intermediary towards the primary wrong. The description of neutrality as the status of being ‘of a mere technical, automatic and passive nature’ suggests that what is important is, not so much what the intermediary does, but the way in which it goes about doing it: passively, through an automatic technical process set in place prior to the infringement, offered to all indiscriminately and exploited by the direct infringer, or as a result of a conscious decision to take part in somebody else’s wrongdoing. It is worth noting that, as shall be seen below, the national rules on accessory liability confirm the relevance of the mental element to the diagnosis of liability-carrying participation.
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47 See, for example, in Germany: OLG Hamburg, 1 July 2015, 5 U 87/12; OLG München, 17 November 2011, 29 U 3496/11 (all on YouTube); OLG München, 28 January 2016, 29 U 2798/15. In France, see: TF1 et autres c. Dailymotion, Cour d’appel de Paris, 2 December 2014; TF1 et autres c. YouTube, Tribunal de grande instance de Paris, 29 May 2012; Sté Nord-Ouest c. Dailymotion (09-67.896), Cour de cassation, 17 February 2011. It is, in particular, worth noting that, in 2012, the French Cour de cassation, in *La société eBay Inc. c. la société Parfums Christian Dior* (11-10.508), 3 May 2012, while denying eBay protection under the hosting safe harbour as playing an ‘active role’ that gave it knowledge and control over the information it hosted, substantiated this decision on the provision by eBay of facilities that enable sellers to optimise their sales and of assistance in the definition and description of items for sale, including through the offer of the creation of a personalised marketplace or support by sales assistants.
4.1.2. Scope of the Hosting Safe Harbour

Importantly, even if a platform enjoys safe harbour protection, this will not necessarily mean that it is entirely out of reach of State-imposed regulation. Regardless of who they apply to, the safe harbours are not constructed to protect from liability of all kinds. Specific qualifications limiting the reach of the protection they afford are incorporated within the ECD itself.

For one thing, the reach of the safe harbours – including the hosting safe harbour of Article 14 ECD – is limited only to liability in the strict sense of the word, i.e. only for monetary compensation. This is made clear by the final paragraphs of all three safe harbours, which contain express permissions regarding the imposition of any kind of injunctive order on the providers of information society services by ‘courts and administrative authorities’ to ‘terminate or prevent an infringement’.48 As a result, injunctions are, as a general rule, left to the discretion of national law.

Specifically in the area of copyright, EU law goes one step further. According to Recital 59 of the Infosoc Directive intermediaries are, in many cases, best placed to bring infringing activities occurring on their digital premises to an end. On this basis, Article 8(3) of the Infosoc Directive explicitly instructs Member States to ‘ensure that rightsholders are in a position to apply for an injunction against intermediaries whose services are used by a third party to infringe a copyright or related right’. The 2004 Enforcement Directive49 reinforces this obligation in Article 11 in fine, which refers to the Infosoc Directive and repeats the order. Thus, while host service providers might – if they abide by the conditions of Article 14 ECD – be shielded from liability for damages, EU law requires that, at least in copyright law, they be exposed to enforcement obligations by means of court orders. At the same time, having made this vague demand, the EU legislator then retreats back into the shadows of subsidiarity: according to Recital 59 of the Infosoc Directive, the conditions and modalities relating to such injunctions should be left to the national law of each individual Member State.

In addition to injunctions, a second limitation to the reach of the hosting safe harbour can also be found in the E-Commerce Directive. According to Recital 48 ECD, the Directive should not be interpreted as prohibiting Member States from requiring ‘service providers, who host information provided by recipients of their service, to apply duties of care, which can reasonably be expected from them and which are specified by national law, in order to detect and prevent certain types of illegal activities.’ Thus, not only injunctions, but duties of care might also serve to require that intermediaries take measures against the infringement of copyright and related rights.

It should be noted that how liability for failure to abide by a duty of care would in practice differ from liability for third party infringement is not entirely clear. The problem arises in view of the fact that, as shall be seen below (Section 4.4), a number of Member States take a negligence-based approach to accessory liability. Confusingly, this rests precisely on the imposition of duties of care on intermediaries to take action against copyright infringement by third parties. Indeed, given that the purpose of duties of care is to extract liability from those who violate them, how their imposition can be compatible with an immunity against liability is not entirely clear. Additional complications also arise. Edwards observes that the extension of the permission granted by Recital 48 beyond mere removal and disabling duties to potential obligations to ex ante ‘prevent’ illegality is particularly questionable, as it would ‘drive a coach and horses through the “notice and take down” limited liability paradigm’.50 The uneasy relationship between preventive obligations and Article 15’s prohibition on ‘general obligations actively to seek facts or circumstances indicating illegal activity’ is further cause for concern.51 Bagshaw explains

48 Article 12(3), 13(2), 14(3) E-Commerce Directive. See also Recital 45 ECD. Article 18 also requires that Member States ‘ensure that court actions available under national law concerning information society services’ activities allow for the rapid adoption of measures, including interim injunctions, designed to terminate any alleged infringement and to prevent any further impairment of the interests involved.’
this well: ‘a duty to detect illegality makes little sense unless it precedes awareness of facts which already make illegality apparent’, while ‘it is difficult to understand a duty to detect which is not a duty to seek facts.’

Precisely for this reason it has been argued that the duties of care of Recital 48 on should be read as extending only to public law, e.g. in aid of crime prevention or national security. This would leave private law, including copyright law, out of their reach. A laxer interpretation might alternatively see the provision as limited only to duties to take measures only tangentially relevant to the content stored and that respect Article 15. In other words, while Member States should be free to impose duties of care of any kind on intermediaries, as long as the conditions of Article 14 have been abided by, no liability can result for information stored per se, even if the intermediary can be held liable for e.g. not informing the competent authorities of an infringement brought to their attention.

In any case, while the two limitations in favour of injunctions and duties of care do weaken platforms’ defences against enforcement obligations, it is important to understand that neither all injunctive orders nor all duties of care are fair game: a significant limitation on the permissible scope of both is imposed by Article 15 of the E-Commerce Directive and the prohibition on general obligations that this establishes. The key term in this regard can be found in the word ‘general’. Recital 47 of the E-Commerce Directive provides interpretative hints on this point by contrasting ‘general monitoring obligation’ with monitoring obligations imposed in a ‘specific case’ that are issued ‘by national authorities in accordance with national legislation’. Further than this, clarification has been left with the courts.

The CJEU has addressed the matter in three successive judgements: *L’Oréal v eBay* and the twin cases of *SABAM v Scarlet* and *SABAM v Netlog*. In all three judgements, the Court’s analysis was short, but succinct. In *L’Oréal*, the Court, in broadly outlining what kind of measures may be imposed on a provider for the prevention of future infringements, limited itself to simply stating that the active monitoring of all the data of each of an intermediary’s customers in order to prevent a future infringement of copyright via that provider’s website is excluded by dint of Article 15 of the E-Commerce Directive. *Scarlet* and *Netlog* built up on this edict. Both cases concerned injunctive orders imposing filtering obligations on intermediaries for the purposes of copyright enforcement. In both, the requested filtering system was an exceptionally broad one, which would apply for all the intermediary’s customers, in abstracto and as a preventive measure, exclusively at the cost of that intermediary and for an unlimited period of time. While *Scarlet* concerned an internet access provider, *Netlog* involved a host. Here, the Court observed that the filtering in question would oblige the provider to identify, within all files stored on its systems by its users, those like to contain infringements. On this basis, it concluded that the requested measure would involve the active observation of almost all the information stored using the provider’s services by almost all of the provider’s users. It would thus involve active monitoring of all the data related to all users, making it – in line with the principle set out in *L’Oréal* – a violation of the general monitoring prohibition.

It is worth noting that in all three cases, the Court found additional confirmation for its conclusions in Article 3 of the Enforcement Directive, according to which measures taken for the enforcement of intellectual property rights must be fair, proportionate and not excessively costly.

---


54 On this, see Article 15(2) of the E-Commerce Directive.

55 CJEU, C-324/09, *L’Oréal v eBay International*, 12 July 2011, para. 139.
4.2. Striking a ‘Fair Balance’ between Fundamental Rights

Does Article 15 ECD mean that filtering obligations are out of bounds for all intermediaries? Significantly, obligations imposed on intermediaries when offering services other than those identified in Articles 12-14 are not affected by the general monitoring order prohibition of Article 15 of the E-Commerce Directive. Yet, this does not mean that the imposition of obligations on intermediaries that do not enjoy immunity (either because they offer services not covered by the safe harbours, such as search services, or because they do not satisfy the conditions of the corresponding safe harbour) is compatible with EU law. As subsequent CJEU case law has demonstrated, beyond the secondary law of the directives, far stronger limitations on the measures that national law may impose on intermediaries may also arise directly from primary EU law and in particular the Charter of Fundamental Rights of the European Union.

The leading CJEU judgement in the area is the 2008 one of Promusicae. Here, the CJEU was called upon to clarify whether EU law requires that Member States impose a duty on internet access providers to retain and communicate, in the context of civil proceedings, the personal data of their users in order to ensure an effective protection of copyright. The Court found that, in principle, no such obligation exists. In view of the paucity of guidance on this topic in the directives, the CJEU then turned to the only tool available in its interpretative arsenal: the law of fundamental rights. For this purpose, it interpreted the circumstances of the case as an instance of a clash between fundamental rights. The Court then stated that, in transposing the directives and implementing the transposing measures, ‘the Member States must [...] take care to rely on an interpretation of the directives which allows a fair balance to be struck between the various fundamental rights protected by the Community legal order’.

In follow-up case law, the CJEU has confirmed this ‘fair balance’ approach. As a general rule, in cases of intermediary liability the CJEU sets up a tripartite dynamic. This distinguishes between the fundamental rights of copyright holders, intermediaries and internet users. For the first, (a) the right to intellectual property (Article 17(2) Charter) is at stake, occasionally bolstered by (b) the right to effective judicial protection (Article 47 Charter). Depending on the particular circumstances of the case, these may collide with (c) the intermediaries’ freedom to conduct a business (Article 16 Charter). The rights of end-users to (d) the protection of their personal data (Article 8 Charter), (e) their private life (Article 7 Charter) and (f) their freedom to receive and impart information (Article 11 Charter) must also be taken into account. This deconstruction has proved productive. On its basis, the principle of ‘fair balance’ has subsequently been applied to a series of intellectual property cases where Article 15 of the E-Commerce Directive would arguably have sufficed. While the application of the ‘fair balance’ approach in Promusicae yielded no concrete guidance, the rulings that followed have increasingly offered useful insights.

The trend is firstly evident with L’Oréal v eBay, a trademark case and the earliest CJEU judgement on injunctions obliging a host service provider to take action against infringement. Here, the Court confirmed that such injunctions may be imposed on providers, regardless of any liability of their own. It then repeated its ‘fair balance’ instruction, noting that measures that do not successfully strike it may not be required. As with Promusicae, no guidance on how to achieve the ‘fair balance’ was given. At the same time, the Court did provide two examples of measures that would fit the bill: (a) the suspension of the primary perpetrator, so as to prevent future infringements of the same trademark by the same user; and (b) measures that make it easier to identify the intermediary’s end-users, as long as these persons are operating in the course of trade and not in a private matter. Both of these were, in this way, established as measures compatible with EU law that may be imposed on intermediaries, at least through the vehicle of court orders.
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56 CJEU, Case C-275/06, Promusicae v Telefónica de España, 29 January 2008.
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The notion of a ‘fair balance’ was also revisited in the Sabam cases on filtering. As seen earlier, in both these cases the Court first found that filtering would violate Article 15 ECD. The Court then, however, went on to note that such a burdensome request would also be incapable of striking a ‘fair balance’ between all relevant fundamental rights. The CJEU observed that, in view of its expansive nature, the system at issue would impose too complex, costly and permanent burdens on the intermediary’s business model, thereby violating Article 16 of the Charter. In addition, it would require the identification, systematic analysis and processing information concerning of all users, including non-infringing ones. Given that that information allows for the identification of those users and therefore constitutes protected personal data, the measure would also infringe Article 8 of the Charter. Finally, it would run the risk of not distinguishing adequately between lawful and unlawful content, thus potentially leading to the blocking of lawful communications and therefore bringing it out of line with Article 11 of the Charter. In this regard, the Court emphasised the complicated and fragmented nature of European copyright law that makes the accurate identification of infringements difficult. As a result, the Court rejected the contested measure as incompatible with the Charter.

Finally, in UPC Telekabel Wien, the CJEU considered the imposition of an injunction ordering an internet access provider to block access to copyright infringing content. Moving along by now well-trodden paths, the Luxembourg Court held that blocking injunctions imposed on an intermediary in the enforcement of copyright will strike a ‘fair balance’ with that intermediary’s freedom to conduct its business, provided that the intermediary is given the right to choose the measure it will apply and is able to avoid incurring coercive penalties for breach of the injunction by showing that it has taken all reasonable measures. The measures taken must, according to the CJEU, also take users’ rights to freedom of expression into account. To this end, they must be ‘strictly targeted, in the sense that they must serve to bring an end to a third party's infringement, without thereby affecting internet users from accessing lawful information’. In order to ensure this ‘fair balance’, the measures adopted must:

(i) [...] not unnecessarily deprive internet users of the possibility of lawfully accessing the information available and (ii) [...] have the effect of preventing unauthorised access to the protected subject-matter or, at least, of making it difficult to achieve and of seriously discouraging internet users who are using the services of the addressee of that injunction from accessing the subject-matter that has been made available to them in breach of the intellectual property right, that being a matter for the national authorities and courts to establish.

Satisfying all these goals simultaneously will obviously require delicate legal navigation. At the same time, by introducing a bullet-point list of requirements, the CJEU has in Telekabel provided some tangible guidance on how to achieve the coveted ‘fair balance’. National courts now have at least one set of balancing benchmarks, however mutable and dependent on the facts of the particular case those might be.

Indeed, a clear line of case law appears to be emerging in this regard: in the recent case of McFadden, this time concentrating on open Wi-Fi providers, the Court applied the same criteria-driven analysis of ‘fair balance’. In that case, the Court found that, although an obligation to terminate the network or examine all communications passing through it would not be possible, requiring that the provider password-protect its network would strike a ‘fair balance’, as long as end-users are obliged to reveal their identity in order to obtain the password.

---
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according to the Court, such an approach would preserve the ‘essence’ of both the freedom to conduct a business and the freedom of expression. It should be noted that, although both Telekabel and McFadden concerned internet access providers and not hosting providers, through the analysis they provide they nevertheless provide useful insights into how copyright can be fairly balanced against competing fundamental rights.70

4.3. The EU Rules on Copyright Infringement

Having now sketched out the existing EU rules on intermediary liability, it is necessary to turn to the rules on copyright infringement. This is because, regardless of the scope of the protection they convey, the safe harbours of the E-Commerce Directive apply only in a negative fashion, i.e. only instruct Member States as to when liability cannot be imposed on intermediaries. Their provisions offer no information about when such liability should be applied. As such they only partly regulate the liability of internet intermediaries for the copyright infringements of their users in the EU, where the immunities do not apply, before an intermediary can be held liable, it is necessary to examine whether it has in fact infringed or participated in the infringement of an exclusive right of the holder of copyright or related rights.

The first stop in this exercise will be the harmonised EU rules on copyright and related rights. A series of 10 different EU directives apply to the area. The most significant of these is the so-called ‘Copyright’ or ‘Infosoc’ Directive, i.e. Directive 2001/29/EC. This harmonises some – although not all of – the exclusive rights that the owners of copyright and related rights enjoy. Among these can be found the rights of ‘communication to the public’ and ‘making available’. A distinction is worth making here between the areas of copyright and related rights. According to Article 3(1) of the Infosoc Directive, authors of copyright-protected works enjoy the exclusive right to authorise or prohibit any ‘communication to the public of their works, by wire or wireless means’. As the provision makes clear, this right should be understood as also including the ‘making available to the public of their works in such a way that members of the public may access them from a place and at a time individually chosen by them’. By contrast, for the holders of related rights, protection under the Infosoc Directive is more circumscribed: Article 3(2) of the Directive bypasses the broader notion of ‘communication to the public’ and limits itself only to the provision of a right of ‘making available to the public’. This being said, related rights’ owners do benefit from the right of communication to the public, as this has been codified in Article 8 of the Rental Right Directive.71

The rights of communication to the public and making available to the public are two of the exclusive rights of the owners of copyright and related rights’ that are most pertinent in cases of uploading by end-users of copyright-protected works onto online platforms.72 They are moreover the rights explicitly mentioned by the new Proposal as relevant for the legal qualification of the actions of the online platforms this targets.73 For the purposes of this study, their meaning is therefore worth carefully dissecting.

It should be noted that commentators had for a while worried that the notions of communication to the public as applicable to copyright owners and related right owners may diverge in meaning.74 However in its recent GS Media case, the CJEU confirmed that the two should be interpreted as having the same scope.75 With this in
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70 For more on the notion of a ‘fair balance’ as it applies to internet intermediaries, see C Angelopoulos & S Smet, ‘Notice-and-Fair-Balance: How to Reach a Compromise between Fundamental Rights in European Intermediary Liability’ (2016) 8(2) Journal of Media Law 266.
72 The reproduction right is also relevant. However, this is not mentioned in the text of the Proposal and will therefore not be touched upon in this study.
73 See Recital 38 of the Proposal.
75 CJEU, C-160/14, GS Media, 8 September 2016, para. 33.
mind, the paragraphs below shall approach ‘communication to the public’ and ‘making available’ as unitary notions, on the basis of case law related to both types of rights. As ‘communication to the public’ is the broader of the two rights, the analysis shall concentrate primarily on this. First, the analysis shall examine the legislative texts (Section 4.3.1.) and then it will move on to the case law of the CJEU (Section 4.3.2.).

4.3.1. ‘Communication to the Public’ in the Directives

What constitutes an act of ‘communication to the public’ for the purposes of EU copyright law? Neither Article 3(1) of the Infosoc Directive nor Article 8 of the Rental Right Directive provide a clear definition. Nevertheless, indications as to the correct interpretation of the right can be gleaned from elsewhere in the Infosoc Directive’s text.

Pertinent information in this regard is first offered by Recital 23 of the Directive. This confirms that the right of communication to the public should be understood in a broad sense, as covering all communications to the public not present at the place where the communication originates, including any such transmissions and retransmissions by wire or wireless means. As the quasi-acquis of the international treaties confirms, the decisive factor here is whether the public to which the communication is transmitted is located in a place different from the place where the communication originates. As such, it will exclude any local communications, such as public performances, recitations and displays. On the other hand, it will include broadcasting, cable and – of course – online transmissions. According to Bechtold, even a transmission of a public performance via technical means to an audience in an adjacent room may qualify.

Importantly, this broad definition is circumscribed somewhat by Recital 27 of the Infosoc Directive. According to this, the ‘mere provision of physical facilities for enabling or making a communication does not in itself amount to communication within the meaning of this Directive.’ The provision finds its origins in the ‘Agreed Statement concerning Article 8’ of the WIPO Copyright Treaty which uses almost identical wording.

It is worth noting that exactly what kind of act would qualify as a ‘mere provision of physical facilities’ has given rise to discussion. A literal interpretation would suggest a limitation only to the provision of hardware, as opposed to acts of installation of the physical facilities or of the provision of services that use them. This would exclude from the limitation of Recital 27 transmission services that enable the ‘pumping’ of a signal through a network. Nevertheless, Koelman and Hugenholtz had, in the early days of the debate, suggested that the phrase was intended to encompass the services of internet intermediaries as well. As we shall see below, subsequently, the case law of the CJEU seems to have opted for a narrower interpretation.

In any case, as the wording of Article 3(1) of the Infosoc Directive makes clear, the right of communication to the public includes the right of making available to the public. Making available differs from other types of communication to the public in that it enables, once it is completed, members of the public to access the work from a place and at a time individually chosen by them, i.e. on demand. Thus, the right of communication to the public covers both so-called ‘linear’ and ‘non-linear’ services, while simultaneously distinguishing between the two. The first are those that, along a more traditional paradigm, ‘push’ content to a user that is not granted individual control over when and where to access the work. This might take the form of, for example, regular television and radio transmissions, as well as their more modern equivalents of webcasting and internet radio services. Non-linear services, by contrast, refer to user-initiated modes of communication, such as offers to download a work from a public website or online streaming services that allow the consumer to ‘pull’ content at her convenience. It
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is thus clear that the uploading of music or video files onto Web 2.0 sharing websites is covered by the right. At the same time, pertinently for the purposes of this study, whether it is only the user that posts such content who can be understood as engaging in the relevant act or whether the intermediary which provides the services that enable that posting is also ‘making available to the public’ remains, in the directives, undefined.

Further than the information provided above, not much can be divined from the text of Directive on the definition of the notion of a ‘communication to the public’. Instead, the autonomous and uniform EU understanding of the notion has been unveiled gradually through a series of cases handed down by the CJEU. In undertaking this exercise, the CJEU has had regard to the context of each case, as well as the objectives pursued by the Directive. In this regard, it has placed especial emphasis on Recitals 9 and 10 of the Infosoc Directive, according to which a high level of protection must be afforded to right-holders, allowing them to obtain an appropriate reward for the use of their content. In addition, as Recitals 3 and 10 of the Directive make clear and as the Court has recently noted in GS Media, the notion of a ‘fair balance’ is again here relevant. As a result, in addition to the interests of right-holders, the protection of both the general interest and the interests and fundamental rights of end-users, in particular their freedom of expression and of information, must also be taken into account.

4.3.2. The Interpretative Case Law of the CJEU

The seminal CJEU judgement in the area of ‘communication to the public’ is SGAE v Rafael Hoteles. This was a case concerning the use of television sets and the playing of ambient music by a hotelier within individual hotel rooms. In its ruling, the CJEU concluded that an act of communication to the public requires an act of intervention: the hotel, it was decreed, was an ‘organisation which intervenes, in full knowledge of the consequences of its action, to give access to the protected work to its customers’ – in other words, as the Court has later confirmed, its intervention was a ‘deliberate’ and ‘indispensable’ one. The Court accepted that under Recital 27 of the Infosoc Directive the mere provision of physical facilities for enabling or making a communication does not in itself amount to communication. This could cover, besides the hotel, companies specialising in the sale or hire of television sets. In the Court’s view however, the installation of such facilities is a different matter. As a result, if, by means of television sets installed, a hotel distributes a signal to customers staying in its rooms, then communication to the public must be found to have taken place, irrespective of the technique used to transmit that signal.

It is worth recalling that the Opinion delivered by AG Sharpston on the case had reached the opposite conclusion, while the Court’s approach has been heavily criticised. In a joint declaration, leading European copyright scholars described it as a ‘logical mistake’, that converts one of the characteristics of the act of communication to the public into a redefinition of its meaning: if every intervention that gave access to a work were to be characterised as a communication, the right of communication to the public would be transformed into an ‘access right’, covering such acts as the running of a bookshop or a newsagent that allows members of the public onto its premises. As an alternative, the scholars puts forth the concept of a ‘transmission’ as a better substitute. This interpretation has the support of both Recital 23 of the Infosoc Directive and the travaux préparatoires for the WIPO Internet Treaties, where it is stated that a communication always involves a
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transmission, so that the two terms can be regarded as synonymous and interchangeable. The national laws of the Member States have also generally understood ‘communication to the public’ to mean ‘transmission’ in their transpositions of the Infosoc Directive.

In any case, having accepted the existence of a ‘communication’, Rafael Hoteles focuses instead heavily on the notion of ‘the public’. The Infosoc Directive itself includes no indication of how many persons are necessary to compose a ‘public’ or what type of relationship may exist between them. However, drawing on its previous case law, as well as interpretative WIPO documents, the CJEU concluded that the term refers to an ‘indeterminate number’ of users. On this basis, it held that the large number of successive viewers in hotel rooms, as well as of those who are present in the common areas of the hotel, suffice to form a ‘public’ within the meaning of the Directive. ‘It matters little’, stated the Court, ‘that the only recipients are the occupants of rooms and that, taken separately, they are of limited economic interest for the hotel.’ Instead, the crucial factor was whether the persons to whom the work is communicated were considered by their author when authorising the broadcast, thereby comprising a ‘new public’: ‘if reception is for a larger audience, possibly for profit, a new section of the receiving public hears or sees the work and the communication of the programme […] no longer constitutes simple reception of the programme itself but is an independent act through which the broadcast work is communicated to a new public [that] falls within the scope of the author’s exclusive authorisation right.’

In a series of later cases the CJEU confirmed the Rafael Hoteles ‘new public’ doctrine. So, in Football Association Premier League (FAPL) and Divani Akropolis93 and Airfield92 the Court re-asserted its opinion that, in order for there to be a ‘communication to the public’ within the meaning of Article 3(1) of the Infosoc Directive, it is necessary for the work broadcast to be transmitted to a ‘new public’. It defined this as a public which was not taken into account by the authors of the protected works when they authorised the use of the work by communication to the public. Subsequent case law has also provided greater insight into the term ‘public’ more generally. So, in Del Corso93 and Phonographic Performance (Ireland),94 the Court, referencing SGAE, noted that the term refers to an indeterminate number of potential users, thereby excluding ‘specific individuals belonging to a private group’. A ‘public’ must also consist of a ‘fairly large number of people’. This means that the notion encompasses a certain de minimis threshold, so that groups of persons which are too small or insignificant should not be understood as sufficient. On the other hand, as SGAE already indicated, in order to determine whether the public is large enough, account must be taken of the cumulative effects of making the content available potential audiences. As a result, it isn’t just sufficient to know only how many persons have access to the same work at the same time, but also how many of them have access to it in succession.

As an additional aside, FAPL also acknowledged that it is not irrelevant to the finding of a ‘communication to the public’ that the ‘communication’ is of a profit-making nature.95

Interestingly, in ITV Broadcasting and Others,96 the ‘new public’ doctrine appeared to reach its limits. Here, clarification was requested from the CJEU as to whether right-holders can prohibit the retransmission of a terrestrial television broadcast over the internet though live online streaming. The defendant, TVCatchup, had contended that no ‘new public’ was introduced, as the recipients of the retransmission were already legally entitled to follow the televised broadcast by virtue of their television license. The Court disagreed. It held that,
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given that the providers of the streams used technical means different from those of the original communication, the communication right had in fact been breached, even though the subscribers to the streaming services were within the area of reception of that terrestrial television broadcast and could lawfully receive the broadcast on a television receiver. Instead, according to the Court, as a result of the different technical means employed, there was no longer any need to examine the requirement that there be a ‘new public’, as each of the two transmissions had to be authorised individually.\(^97\) In this way, a dual system for identifying acts of ‘communication’ was set up: to infringe the communication to the public right, a communication has to either reach a ‘new public’ or use ‘other technical means’ from the original communication undertaken by the right-holder.

The Court’s most recent case law on the right of communication to the public is on the legality of providing hyperlinks. The first decision handed down in the area was the Svensson case from 2014.\(^98\) In its judgement, the Court summarised its previous findings by noting that ‘the concept of communication to the public includes two cumulative criteria, namely, an “act of communication” of a work and the communication of that work to a “public”’. With regard to the first of these, the Court found that the act of communication must be construed broadly. The Court noted that ‘the provision, on a website, of clickable links to protected works published without any access restrictions on another site, affords users of the first site direct access to those works.’ On this basis, it concluded that such linking must be considered to be making available and therefore constitute an act of communication.

What foiled the finding of an infringement of the right of communication to the public in Svensson was instead the second criterion of a ‘new public’. On the basis of its previous rulings, the Court emphasised that such a public must be one that was ‘not taken into account by the copyright holders when they authorised the initial communication to the public’. It concluded that making a work available by means of a clickable link to works freely available on another website cannot be viewed as a communication to a ‘new public’, as long as the public targeted by the initial communication consists of all potential visitors to the site concerned. The Court also stated that this outcome would by no means be altered if the link were instead an embedded one that gave the impression that the work was appearing on the site on which it was found, while in fact it came from another site. The legality of such ‘inline linking’ was later confirmed again in Bestwater.\(^99\)

What would make a difference, according to Svensson, to the legal qualification of hyperlinking would be whether or not the link makes it possible for the users of the site on which it appears to circumvent any restrictions put in place by the site on which the protected content is posted, in order to restrict public access to that work to that site’s subscribers only. Where that is the case, the link will constitute an intervention without which those users would not have been able to access the works transmitted. As a result, its users are transformed into a ‘new public’, communication to which requires authorisation. Intriguingly, according to the Court, the same would hold true even if the work were simply no longer available to the public on the site on which it was initially communicated or if new restrictions were to be introduced to that site, after it had already been made accessible through linking at another location without the right-holder’s authorisation. This adds some uncertainty to the matter, as it suggests that the legality of linking hangs on the right-holder’s future actions, placing linkers who haven’t obtained explicit authorisation in a precarious legal position.

It should be noted that the CJEU’s analysis of hyperlinking is highly controversial and has been heavily criticised. The European Copyright Society in its opinion on the case argued that hyperlinking should not be encased within the right of communication to the public, regardless of whether or not the public is a new one, as hyperlinks fail to communicate the work as such. Instead, they merely provide the viewer with information as to the location of a page that the user can then choose to access or not.\(^100\) As such, hyperlinks are more akin to mere citations of a work, such as one would find in a footnote.\(^101\) In any case, the ruling was confirmed in September 2016, by the
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most recent CJEU ‘communication to the public’ case, GS Media.\textsuperscript{102} While Svensson concerned itself with hyperlinks to works that have been made freely available online with the consent of the right-holder, GS Media moved on to the consideration of hyperlinks to works placed online without right-holder permission.

The Court began its analysis of the case by noting the importance of hyperlinks to the sound operation of the internet, as well as the importance of the internet to freedom of expression and information. It observed that, as a general rule, individuals who post such links do not know and cannot reasonably know whether a work has been published on the internet with or without the consent of the copyright holder. As a result, they cannot be said to have ‘intervened in full knowledge of the consequences of their conduct in order to give customers access to a work illegally posted on the internet’, as the Court’s case law demands.

In a significant twist however, the Court then went on to declare that the situation will be entirely different where the poster knows or ought to know that the hyperlink she posted provides access to a work illegally placed on the internet. That could be the case, for example, where the poster was notified to that effect by the copyright holder. Moreover, according to the Court, when the posting of hyperlinks is carried out for profit, it can be expected that the poster carries out the necessary checks to ensure that the work concerned has not been illegally published on the website to which those hyperlinks lead. As a result, a rebuttable presumption of knowledge is created for profit-seeking hyperlinkers, so that, unless they can prove otherwise, it is taken as given that any links they post to infringing material are unlawful. It’s worth noting that the judgement has caused an amount of confusion among copyright experts, given the traditional understanding of copyright as being a knowledge-independent strict liability tort.\textsuperscript{103}

What does the above analysis tell us about the notion of ‘communication to the public’? Through its case law in the area the CJEU is ponderously – and perhaps somewhat haphazardly – pulling together a harmonised European notion of a communication to the public for copyright. What the ultimate conclusion on what that notion looks like might be is still somewhat blurry. A picture is however emerging.

What is first of all clear from the case law is that the concept of ‘communication to the public’ includes two cumulative elements, namely, an ‘act of communication’ of a work and the communication of that work to a ‘public’. With regard to the first, the ‘indispensable role’ played by the user through a “deliberate intervention” is relevant: the user must have intervened, in full knowledge of the consequences of her action, to give access to a protected work to persons who would not otherwise have been able to enjoy it. With regard to the second, the existence of a group of people of an indeterminate number (i.e. not a private group) that is of a certain, not insignificant size should be ascertained. Whether or not the members of this group are provided with access to the work at the same time or in succession of each other is immaterial. What is instead important is that either this ‘public’ be a ‘new’ one, i.e. one that was not already taken into account by the copyright holders when they authorised the initial communication to the public of their work, or that the communication take place through different technical means than those which they used. Finally, whether or not the ‘communication’ is of a profit-making nature should also be taken into account. In the case of hyperlinking, it can in fact be used to substantive a finding of knowledge, a new requirement for infringement – but whether or not such knowledge is relevant beyond that limited area remains uncertain. Notably, all of these criteria are best seen as operating in a mutually supportive manner: as the Court observed in Del Corso, they should be approached as ‘several complementary criteria, which are not autonomous and are interdependent. Consequently, they must be applied individually and in the light of their interaction with one another, given that in different specific situations, they may be met to varying degrees.'\textsuperscript{104} As a result, an ‘individual assessment’ of the circumstances of each case of a communication to the public is necessary.\textsuperscript{105}

Before moving on, it is worth mentioning that, according to Recital 32 of the Infosoc Directive, the possible exceptions and limitations to the right of communication to the public are exhaustively enumerated in that text.
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These can be found in Article 5 of the Directive. This being said, the only mandatory defence introduced by the Directive is that of Article 5(1) on temporary and transient acts of reproduction. Due to the significant latitude left to the Member States with regard to the remaining exceptions, the extent of the harmonisation achieved in this manner is questionable.106

4.4. National Approaches to Intermediary Liability in Copyright

Significantly, as the CJEU itself has emphasised, the EU contours of the notion of ‘communication to the public’ will be those applicable on the national level as well: Member States may not provide for a concept of communication to the public that includes a wider range of activities than those referred to in Article 3(1) of the Infosoc Directive.107 The harmonisation of the notion of ‘communication to the public’ is thus ‘full’, meaning that if an act does not constitute a communication at EU level, national law cannot designate it one.108 This being said, given the considerable uncertainty surrounding the notion in EU law, it is worth considering the interpretation it has received on the national level as well. This is particularly true with regard to intermediary liability: currently no indication on whether hosting providers are communicating the works uploaded by their users to the public has been given on the EU level.109 In its stead, in the following, the approaches taken in three national jurisdictions shall briefly be examined: those of the UK (Section 4.4.1), France (Section 4.4.2) and Germany (Section 4.4.3).

In all three jurisdictions, two levels of liability are relevant: on the one hand, whether the platforms in question can be said to have communicated works to the public themselves (‘direct liability’) shall be analysed. On the other hand, whether other legal tools for holding them liable for the infringements of their users (‘secondary’ or ‘accessory liability’) exist shall also be considered. It should be noted that, as opposed to the ‘full’ harmonisation of primary liability, accessory liability in copyright remains entirely unharmonised on the EU level.

4.4.1. The United Kingdom

Is a hosting service provider to be understood as communicating to the public works uploaded onto its platform by its users? Traditionally, the UK, in examining the liability of intermediaries for copyright infringements committed by its users, has side-stepped the ‘direct liability’ approach and instead focused primarily on the legal tools of ‘accessory liability’. In England & Wales, those take two main forms: authorisation and joint tortfeasance. The case law on analogue providers of support in infringement has generally emphasised that a distinction must be made between these two concepts and that of ‘mere facilitation’: simply assisting another to commit an infringement cannot lead to a finding of accessory liability.110

Modern technological advancements have put pressures on this neat approach. Thus, whether a hosting service provider can be held liable for copyright infringements committed by its users using its services was considered in the pivotal Newzbin (No.1) case.111 This involved the liability of a Usenet indexer for locating, categorising and reassembling for download binary files containing copies of protected films. The High Court tackled the issue on three different fronts: whether Newzbin had communicated the infringed works itself to the public, whether it had authorised the end-users’ infringements and whether it was a joint tortfeasor in those infringements. The court found against the defendants on all three counts. Particularly notable in the judgement is the finding of a direct infringement of the right of communication to the public. To achieve this effect, the High Court relied heavily on the CJEU’s SGAE ruling to conclude that the defendant ‘intervened in a highly material way to make the
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claimant's films available to a new audience'. In this regard, the provision of what was described as a 'sophisticated technical and editorial system' to the provider’s premium members was heavily emphasised, as was the fact that this system was offered upon payment of a weekly subscription free and in full knowledge of its consequences.\textsuperscript{112}

Despite this positive outcome for right-holders, subsequent litigation in the UK has primarily bypassed the question of liability for damages and instead focused on the more expeditious route of injunctions against internet access providers. The relevant provision in this regard is s. 97A of the Copyright, Designs and Patents Act (CDPA), which implements Article 8(3) of the Infosoc Directive. On this basis, there has, in recent years, been an onslaught of orders issued by the High Court against such providers requiring that they block access for their customers to ‘target websites’ involved in copyright infringement.\textsuperscript{113} According to the relevant case law, four conditions must apply before such orders may be issued: (a) the defendants must be service providers; (b) the defendants’ users must have infringed the claimants’ copyright; (c) the users must be using the defendants’ services to do that; and (d) the defendants must have had actual knowledge of this.\textsuperscript{114} As a result of condition (b), the courts have had the opportunity to rule on whether or not a series of different ‘target websites’ are infringing copyright.

The relevant case law has not to date had occasion to examine host service providers. Instead, it has primarily focused on two different types of websites: Bit-Torrent websites and streaming websites. In Dramatico, the first of these rulings and one that concerned of the famous file-sharing platform ‘The Pirate Bay’, somewhat surprisingly, the High Court did not address the possibility of direct infringement on the part of that platform at all. Instead, it declared that it was the site's users that were directly infringing both the copyright owners' reproduction right and their right of communication to the public. The Pirate Bay itself was found liable only for authorisation and joint tortfeasance – i.e. as an 'accessory' to its users' infringements.\textsuperscript{115} In any case, this approach was abandoned in subsequent court orders targeting other BitTorrent sites, all of which found that these websites, in addition to having performed acts of authorisation and joint tortfeasance, had communicated to the public works shared by their users using their services.\textsuperscript{116}

The same conclusions have also been reached in cases against streaming websites. Notably, these rulings have generally emphasised the active role played by the providers in the infringements. So, for example, in a case concerning the sports streaming website FirstRow1.eu, the High Court observed that that site employed moderators who vet and index the submissions made by third party streamers. Additionally, whilst it gave the impression, by way of a ‘submit your video’ link, that it was open to the submission of streams by any member of the public, according to the court, in reality its submissions were instead sourced from a number of existing, trusted streamers. Similarly, in a case on streaming sites SolarMovie and Tube+, the court explained that the first used moderators to approve links to content that are supplied by registered users, while it was not clear to what extent links on the second were provided by users and to what extent by the operators of the website. Both sites were described as ‘ensuring that the content is comprehensively categorised, referenced, moderated and searchable’.\textsuperscript{117} Finally, in a third streaming case, the court noted that the target websites (‘Viooz’; ‘Megashare.info’; ‘Zmovie.tw’; and ‘Watch32.com’) did not host the content themselves, but instead ‘categorise, reference, moderate
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or otherwise provide editorial oversight’ over it. In all instances, in parallel to liability for communication to the public, liability for authorisation and joint tortfeasance was also established.

By contrast to these rulings, most recently, the High Court has refused to find that the operators of a series of websites that make BitTorrent application Popcorn Time available for download communicate works to the public. Authorisation was also denied in that case, although joint tortfeasance was established.

It should be emphasised that the normative force of the above judgements is limited, at least for the purposes of this study. The decisions were issued by a first instance court and, more importantly, only examined the question of liability incidentally, as a requirement for issuing blocking orders against other persons. The fact that three cumulative layers of liability were generally established is also relevant in this regard: the judgements tended to emphasise that, even if they were incorrect in their conclusions on communication to the public, a finding of authorisation and joint tortfeasance would provide sufficient support for issuing a blocking order, that being the main objective of the rulings. Moreover, whether the conclusions reached on BitTorrent and streaming sites can confidently be transplanted onto host service providers is questionable. Setting aside the fact that the technology involved is different, the fact that, for example, the streaming judgements all concerned websites that provided editorial support is highly pertinent to the findings of both direct and accessory liability. In the same way, the findings against the BitTorrent websites are unsurprising, given the staunch pro-piracy mentality that generally typifies the operators of such websites.

To date, no copyright case law exists in the UK on the liability of more mainstream providers. That being the case, it’s worth noting that, in an earlier trademark case, the High Court had refused to find the much more sympathetic eBay liable, even as a mere joint tortfeasor in the infringements of its users. According to the judge, while eBay arguably facilitate the infringement of third parties’ trademarks by sellers, know in a general sense that such infringements have occurred and are likely to continue to occur and make profit from such infringements, those circumstances are not on their own enough to substantiate a finding of accessory liability.

4.4.2. France

As opposed to that of the UK, French copyright law does not, on its face, seem to recognise any concept of ‘accessory’ copyright infringement. Instead, the general provisions of the French intellectual property code (Code de la propriété intellectuelle – CPI) have long been interpreted by the courts as applying, not just to the material acts of infringement themselves, but also to the provision of means for their commission. As a result, what in the UK would be classified as separate acts of ‘direct’ and ‘accessory’ infringement and handled accordingly, in France may well receive identical legal treatment.

In combination with the strict nature of copyright law, this approach creates considerable legal difficulty for internet intermediaries. It is worth noting that this has been heavily criticised by French copyright experts. So, for example, Lucas and Lucas observe that ‘the autonomy of copyright is not such as to justify a self-standing notion of infringement and a fault-independent tort which evades (both dangerously and pointlessly) the general
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rules of civil liability." Azzi agrees, noting that it is one thing to say that a platform has contributed to the development of a contrefaçon (infringement) and another to assimilate them with contrefacteurs (infringers) themselves while for the primary offender a rule of strict liability appears quite reasonable, it becomes less easy to accept in the case of other parties involved in the distribution of a work, particularly the multiple actors participating in the digital dissemination of works who do not directly contribute to an infringement and whose fault is harder to take as given.

What does the above mean for hosting websites? As a result of its expansive interpretation of infringement, the French case law on intermediary liability has instead concentrated heavily on the conditions of the safe harbours. Initially, the courts were strikingly demanding in this regard. So, for example, in June 2007 in Lafesse v. MySpace, the High Court of Paris (Tribunal de grande instance (TGI) de Paris) refused to allow the online social networking site MySpace the protection of Article 6-I-5 LCEN. The court relied on the website's imposition of a pre-designed page set-up for users' personal accounts, in combination with the revenue-generating ads exhibited upon each visit, to establish MySpace not as a host (hébergeur), but as a publisher of content – an éditeur: A series of similar decisions were issued across the country around the same time. As Section 4.1.1. has already indicated, this approach is contrary to the EU interpretation of the beneficiaries of the hosting safe harbour. Eventually, the Cour de cassation, under the influence of the CJEU's judgement in the Google France case, accordingly put an end to it. In Nord-Ouest v Dailymotion, that court acknowledging the irrelevance, for safe harbour purposes, of the both commercial exploitation and the provision of presentation frames and tools for the classification of content. Dailymotion was thus designated a host service provider eligible for immunity.

As a result, debate in France subsequently shifted to the conditions of the hosting safe harbour. Beginning in 2007, the lower courts began imposing obligations on host service providers requiring the monitoring of new publications, indexing or uploads or material previously notified as unlawful. For example, in Tranquility Bay, the Paris TGI held that, once a host provider had been informed of the existence of infringing copies of the film, it is under an obligation to implement any means necessary to avoid future dissemination of the same works as well. According to that judgement, speedy blocking of access to unlawful content upon first notification may exonerate hosts under the safe harbour on that single count, but failure to block subsequent uploading will disqualify them from safe harbour protection. In January 2011, the Paris Court of Appeal confirmed this line of thinking in a set of judgements that held Google Video liable for copyright infringement committed by users. Article 15 ECD's prohibition on general monitoring obligations was deemed inoperable in that case, as the obligation was seen as specific to the contested content and notice as to its copyright status had already been given. In this way, the
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'notice-and-take-down' system sketched out in Article 14 ECD was, at least for a time, was transformed in France into a judge-made ‘notice-and-stay-down’ regime, with an obligation to monitor derived directly from the Article 14’s requirement of expeditious removal or disabling of access to allegedly infringing information upon obtaining knowledge or awareness.

The Cour de cassation finally rejected this extended liability regime with two rulings on ‘L’affaire Clearstream’ and ‘Les dissimulateurs’ on 12 July 2012. According to that court, the judge-made ‘stay-down’ obligation cannot be observed by online providers without conducting prohibited general monitoring. Copyright holders must therefore monitor the content of websites themselves and notify intermediaries for each new infringement of protected content. Indeed, a duty to avoid future infringement is difficult to navigate around a ban on general monitoring by the intermediary. Although the multiple postings of identical content by the same or different users arguably renders the monitoring obligation specific, under such a scheme, if host service providers wish to avoid liability they are obliged, after receiving notification, to hunt down each and every remaining or reposted unauthorised copy. This however, can only be achieved by screening all (even non-infringing) content passing through its servers for infringing copies, i.e. practicing general monitoring. In fact, as notifications are likely to accumulate at a fast rate, the only practical way to achieve this would necessitate the use of fingerprinting or similar automatic filtering technology. The prima facie specificity of the obligation is therefore negated by the broad reach of the practical implications, which would affect the liability of all hosting services for all works for which a notification has been sent as to a single infringing copy.

In the meantime, the lower courts turned towards more convincing analyses. So, in May 2012, the TGI Paris rejected the liability of YouTube for the infringement of the rights of broadcaster TF1. The court in that case found that YouTube, although undoubtedly a host, could not qualify for the hosting safe harbour, as it had only removed notified videos five days after their notification, a period of time not deemed sufficiently ‘expeditious’. Nevertheless, no liability was ultimately found, as YouTube did not impose an entrance free for access to its website. Given the payment of such a fee is a condition for protection of the related rights of broadcasting organisations, on which the claims were based under Article L.216-1 of the CPI, this meant that no infringement could be made out. It should be noted that the requirement is a curious one, given that no such limitation exists under EU law. Three months later a similar decision was handed down in TF1 v Dailymotion, but with a drastically different outcome. Again, the court found that lack of expeditious removal disqualified Dailymotion from safe harbour protection. This time however, the court made no mention of fees and simply found that liability was established. The ruling was confirmed in 2014 by the Court of Appeal. It should be noted that the concept of accessory liability is not altogether absent from French law. If a case cannot be made out on the basis of the CPI, it may be possible to establish a fault of the intermediary on a different legal basis. The most obvious option in this regard will usually be to apply the basic tort principles of Articles 1382 and 1383 of the Code civil, the French civil code. If an intermediary can be found to have violated a duty of care owed to the claimant on the basis of the general obligation these provisions entail, liability will arise. Interestingly, prior to the introduction of the safe harbours, this was in fact found to be the case in a number of non-copyright cases.
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Finally, as in the UK, in France as well, the avenue of injunctions has also been put to great use. Again, the main recipients of injunctive orders have been internet access providers, although orders have been issued against Google as well, with regard to its auto-complete function.143

4.4.3. Germany

As opposed to France and even more so than in the UK, in Germany a finding of direct liability against an online host is very difficult to substantiate. So, for example, in a 2015 decision, the Court of Appeal of Hamburg found that YouTube could not be held directly liable for copyright infringements on its website.144 As the court explained, the relevant act of making available to the public was committed, not by the platform, but by its users. The court further confirmed that the notion of ‘neutrality’ introduced by the CJEU in L’Oréal is relevant only to the applicability of the safe harbour, not to the substantiation of liability per se. A notion of ‘adoption’ (‘Zu-Eigen-Machen’) of third party content does exist in German law, following the German Bundesgerichtshof’s (BGH) decision in marions-kochbuch.de.145 In that case however, such ‘adoption’ was found to have occurred in view of the fact that the defendant website: (a) editorially checked and approved its contents; (b) tagged posted photos with its logo; and (c) required contributing users to grant extensive use rights to the site; while (d) the contents in question constituted the core value of the website.146 In the case of YouTube, the Hamburg court make clear that the mere automatic structuring of content into categories through algorithms was not sufficient to substantiate any finding of ‘adoption’.

Instead, in Germany, intermediary liability in copyright has been dealt with primarily through the idiosyncratic legal tool of Störerhaftung. This doctrine, often translated into English as ‘disturber’ or ‘interferer’ liability, allows for the issue of injunctive orders against intermediaries to take measures against infringement. Thus, importantly, it is not possible to claim against a Störer (interferer) for damages. In order to substantiate a finding of Störerhaftung, two main conditions need to be satisfied: the defendant must: (a) have adequately contributed to that infringement through; (b) the violation of a reasonable duty to review (Prüfpflicht).147

A duty to review is considered to be unreasonable if it would unduly impair the business of the alleged disturber.148 On this basis, in its Internetversteigerung trademark trilogy,149 the BGH established that an online auction platform does not have to examine each and every listing for trademark infringement prior to allowing its publication on its website, because such an obligation would jeopardise the site’s entire business model. At the same time, it should be stressed that, under the so-called ‘Kerntheorie’, the duty to review is not limited only to identical copies or copies offered by the same person, but extends to all other infringements similar in their core (Kern), i.e. all other easily recognisable future infringements of an essentially similar nature.150 Thus, while the relevance of notice-and-take-down regimes are confined in Germany to cases where there has not previously been any similar infringement on the same platform, once the operator has been alerted to an infringement, as long as its business operations are not unreasonably impaired, it is expected to proceed with blocking obvious
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re-occurrences without waiting for right-holder notification. Essentially therefore, the doctrine amounts to the same – if not a slightly broader – result as the French judge-made ‘notice-and-stay-down’ regime.

This expansive interpretation has had serious consequences for hosting providers in the area of copyright. This is most evident in the BGH’s Rapidshare line of case law. In early rulings, a Düsseldorf court had concluded that, as Rapidshare had established a notice-and-take-down system, it had taken all reasonable measures to avoid infringement. Automatic filters were not required in view of the danger of over-blocking. That being said, in 2012, the tide changed, when a Hamburg court ordered Rapidshare to carry out active monitoring of any content appropriately notified as unlawful so as to identify and remove any future hyperlinks in its system leading to infringing files. Rapidshare was also obliged by the court to perform regular web searches for infringing links. Explaining its ruling, the court emphasised the fact that Rapidshare’s business plan had previously incorporated a system of incentives offering financial rewards to users who uploaded popular files. Although Rapidshare had since changed this practice, the court nonetheless found that users were still likely to associate the service with illegal content.

When the issue came before the Bundesgerichtshof (the German Federal Court of Justice – BGH), it preferred the latter approach. So, in Rapidshare (Alone in the Dark), the BGH confirmed the neutrality and usefulness of the Rapidshare service, but nevertheless found Rapidshare to be a Störer. As such, upon receiving notification of an infringement, the platform could not simply rest at deleting existing infringing files, but had to go further and perform searches for future infringements of the notified content. For this purpose, the Court suggested automatic word filters, as well as manual controls. The next year, in Rapidshare (The Reader), the BGH went one step further. Here, the court found that Rapidshare had an obligation to extensively and regularly monitor its service for preventive purposes. Again word filters and manual examination were recommended, as was the use of search engines for the identification of links to infringements on its platform.

The lower courts have continued along the path carved by the BGH. So, for example, in the above-mentioned YouTube case, the Court of Appeal of Hamburg found that the platform was required to undertake automated filtering of its platform, so as to uncover any future infringement of content whose previous infringement had already been brought to its attention. For this purpose, it was obliged to use its Content ID software itself, instead of expecting the right-holder to do so, as was its usual practice. As Content ID would only block identical audio recordings, YouTube was also obliged to install a word-based filter designed to check the title of the video and the artist concerned.

It should be noted that, although these rulings’ compatibility with current EU law is very questionable, unlike the Commission’s new Proposal, they do at least stop short of imposing a proactive duty on platforms that arises without a court order.

Finally, it is also worth noting that, much like French law, German law also allows for ‘accessory liability’ to arise on the basis of the general principles of tort law. According to Article 830§1 of the German civil code (Bürgerliches Gesetzbuch – BGB), if more than one person has caused damage by a jointly committed tort, then each of them is responsible for the damage. Under Article 830§2 BGB, instigators and accessories also face the same liability. At least contingent intent is necessary for a finding of liability under this heading, i.e. the participant must have seriously considered the risk of infringement and approvingly accepted it. Knowledge of the objective circumstances that form the main offence and awareness of their unlawfulness are accordingly required. This

---

154 BGH, Rapidshare I, 12 July 2012, I ZR 18/11.
155 BGH, Rapidshare III, 15 August 2013, I ZR 80/12.
condition is not usually met by online intermediaries. At the same time, the defendant may also be held liable if
she consistently violated duties of care over a longer period of time.\textsuperscript{158} Such gross and insistent breaches of the
obligation to examine have been accepted, for example, where service providers ignored specific notices of
unlawful activities and failed to prevent further infringements.\textsuperscript{159} This kind of conduct is considered to constitute
infringement by forbearance.\textsuperscript{160}

\vspace{2em}


\textsuperscript{159} OLG München, 2006 MMR 332.

5. Compatibility of the Proposed Article 13 with the Existing Legal Framework

The current underlying legal framework at EU and national level having above been set out, whether the proposed Article 13 and its supporting Recitals respect it must now be examined. As a careful consideration of the relevant rules makes clear, problems arise on four different fronts: a) the Proposal's compatibility with EU copyright law; b) and the Proposal's compatibility with Article 14 of the E-Commerce Directive; c) the Proposal's compatibility with Article 15 of the Directive; and d) the Proposal's compatibility with the Charter of Fundamental Rights of the EU. In Sections 5.1.-5.4 below, each of these incompatibilities shall be detailed in turn.

It should from the onset be noted that, the listed incompatibilities present a considerable challenge for the stated objective of the Proposal, i.e. the fostering of a Digital Single Market for copyright and related rights. In the face of conflicting provisions of EU law, the legislatures and courts of individual Member States are likely to diverge in their interpretation, transposition and application. Clarity is an essential requirement of an effective harmonising EU framework.

5.1. Compatibility with EU Copyright Law

The first incompatibility that arises between the Proposal and the existing legal framework that is relevant for the purposes of this study is that with current EU copyright law. The issue centres primarily on paragraph 1 of Recital 38 of the Proposal. As seen above, this declares that, where information society service providers store and provide access to the public to copyright-protected works or other subject matter uploaded by their users, ‘thereby going beyond the mere provision of physical facilities and performing an act of communication to the public’, as long as they are not protected by the hosting safe harbour, they are obliged to enter into licensing agreements with right-holders. This wording heavily implies that such providers, by the definition of the services they provide, are directly violating copyright owners’ communication right. For a nonchalant statement hidden in a recital, this represents a dramatic development of EU copyright law.

That this is the case is made clear by the analysis engaged in above (see Section 4.3.1.) on the notion of ‘communication to the public’. As this indicates, it is by no means self-evident that an EU definition of the concept would encompass the provision of hosting services to third parties. To the contrary, the Infosoc Directive provides very little relevant information on the matter. While the case law of the CJEU has, in recent years, increased our understanding of what ‘communication to the public’ involves, no judgement to date has examined whether or not hosting providers may, on its basis, be said to be directly infringing copyright and related rights themselves. This interpretative void is particularly significant given that the CJEU has made clear is that an ‘individual assessment’ of each case is necessary. 161

With this in mind, what the CJEU would be likely to conclude on the issue is very hard, at this point, to divine. Certainly, in cases where protected works, which had not previously been made freely available on the internet, are posted on a hosting platform without the authorisation of the right-holder, a ‘new public’ can be said to be reached. But has there been a ‘deliberate intervention’ by the platform itself, as opposed to by its users? The most informative decision to date in this regard is probably GS Media. Although this concerned the creation of hyperlinks, it might provide intimations relevant to hosting providers as well, as an ‘indirect’ involvement of a provider with a third party’s infringement is in both areas at issue: while hosts store content uploaded by others onto their platforms, hyperlinkers indicate the location of such content elsewhere on the internet.

The GS Media judgment indicated that, when a hyperlink is created for profit, it can be expected that the person who posted it carries out the necessary checks to ensure that the work concerned is not illegally published on

161 See, among others, CJEU, C-160/14, GS Media, 8 September 2016 para. 33.
the website to which those hyperlinks lead. As a result, in such cases, a rebuttable presumption is created that
the hyperlinker had the necessary knowledge and that, therefore, an infringement has occurred. Could this
principle be stretched beyond the context of hyperlinks? If so, potentially, a broader EU notion of accessory
liability could be developed, albeit one folded into the notion of direct infringement. Although it is premature to
declare that that is currently the case, in such an eventuality, it could perhaps be argued that a rebuttable
presumption of the necessary knowledge will always exist for profit-seeking companies involved in any capacity
in third party infringements. Yet, even this sweeping approach would still leave the need for the finding of an
‘intervention’ unaddressed. Arguably, as opposed to what is the case for hyperlinks, with hosting, it is not the
provider itself that intervenes to communicate the work to the public, but the user who took advantage of the
provider’s services. The platform itself is, at worst, merely providing the means used by somebody else to achieve
a communication to the public.

Indeed, even in cases where hosts create, as part of the support they provide to users, automatically generated
hyperlinks to content stored on their services by their users (e.g. as results to search queries) and for which GS
Media is therefore directly relevant, although an intervention might be said to exist, this cannot easily be described
as being ‘deliberate’. The presumption of knowledge that case established is only a rebuttable one. It should be
recalled that GS Media concerned a website whose human editors made an explicit and repeated decision to
post links to the contested content. Extrapolating from that to find that automatically generated links are
infringing would, accordingly, involve an exceptionally expansive interpretation.162

Finally, it should be kept in mind that not every communication to the public of subject matter protected by
copyright and related rights that occurs on a hosting website will violate those rights. Due account must also be
taken of exceptions and limitations. In this regard, it is not only Recital 38, but also Recital 37 of the Proposal that
presents problems: according to this, the uploading by users of copyright protected content without the
involvement of right-holders affects the possibilities available to those right-holders to determine whether, and
under which conditions, their work and other subject-matter is used, as well as their possibilities to receive an
appropriate remuneration for it. While this is certainly true, it does not automatically follow that, in all such cases,
the right-holders are entitled to such possibilities. Clarification of the text to make clear that the rights are only
applicable where a defence is not relevant under Article 5 of the Infosoc Directive is therefore necessary.163

What about the situation on the national level? This is not much more helpful to the Proposal, presenting as it
does an inconclusive patchwork of interpretations. So, for example, in the UK, the Usenet indexing website
Newzbin was found to have communicated works to the public, but only because it had ‘intervened in a highly
material way to make the claimants’ films available to a new audience. A direct claim against a hosting provider
has not been brought before the UK courts since, although the issue has arisen in the context of blocking orders
against UK ISPs. While these decisions have found that streaming and BitTorrent websites do communicate
works to the public, whether the conclusions drawn in those rulings are translatable to hosts is currently unclear.
The emphasis placed in those cases on the editorial involvement of the relevant websites indicates that such a
transferral might not be a smooth one.

In France, the finding of a direct infringement is considerably easier, although this approach has attracted great
criticism by French copyright experts. In any case, as a result of the permissive French interpretation of
‘communication to the public’, the French courts have concentrated heavily on the analysis of the conditions of
the hosting safe harbour. This is to be contrasted with the UK and Germany, whose courts tend to favour
solutions incorporated into the substantive law. Notably, French case law has, after a few false starts eventually
struck down by the Cour de cassation, held application-level hosting websites as qualifying, in principle, for the
safe harbour. Thus, whether the French approach would be sustainable if it were to be accepted that such
providers are too ‘active’ for Article 14 ECD remains an open question: the heavy French reliance on the
immunities suggests that they apply necessary breaks that are otherwise absent in national copyright doctrine.

---

162 It is worth noting that the Proposal appears anyway to disapprove of the CJEU’s hyperlinking conclusions: according to Recital 33 of the Proposal, hyperlinking does not constitute an act of communication to the public.

Finally, the German courts have been very negative towards the idea of a broad communication to the public right, consistently rejecting the possibility of its direct application to hosting platforms. The German case law has instead concentrated almost exclusively on the imposition of injunctions on host service providers that seek to oblige them to take action against the infringements (including communications to the public) committed by their users on their platforms.

Where direct liability cannot be established, an alternative way to hold an intermediary liable for copyright infringements committed through its services is by means of what can broadly be termed ‘secondary’ or ‘accessory liability’. This is the paradigm under which intermediary liability in the national law of many EU Member States is examined. But the rules governing accessory copyright liability are: (a) unharmonised in the EU and (b) dependent on highly demanding conditions. So, for example, in the UK, for accessory liability to be found, it is necessary that the intermediary have either authorised those infringements or qualify as a joint tortfeasor. Both of these options require a mental involvement of some kind. That was, for example, what was found to be the case in the aforementioned Pirate Bay decision, while hosts have not yet been tested under these doctrines. In Germany, Article 830 BGB governs the issue. For this to apply, a third party must have knowingly and intentionally combined with the primary wrongdoer to bring about the infringement, induced them to infringe or helped them in their infringement. The general consensus is that host service providers do not qualify, as they lack the essential mental element. Although France, due to its permissive interpretation to ‘communication to the public’ tends not to follow this approach in copyright, it too has crafted a kind of ‘accessory liability’ regime in other areas on the basis of its general tort principles.

In conclusion, the legal conditions for holding an intermediary liable for its users’ infringements are unestablished on the EU level and conflicting on the national one. This reality appears to be completely discounted in the facile approach taken by the new Proposal. Certainly, the Commission appears to have doubts regarding the current definition in Europe of the notion of communication to the public, as is indicated by its 2015 Communication on a Modern, more European Copyright Framework. However, if the EU is to harmonise the substantive rules on the liability of internet intermediaries – arguably a sensible idea – it should do so in the main text of a legal instrument, not in its recitals. Moreover, if such a harmonisation is to in fact take place, comparative law would indicate that the best approach would be, not direct liability through an expansive interpretation of the communication right, but the creation of an EU accessory liability regime in copyright, dependent on the mental participation of the accessory in the infringements of third parties. Arguably, this would set the correct legal standard for, among others, intermediaries of all kinds, including hosting providers: As Yen observes, it “is one thing to distribute technology that could be used to infringe in the hope that others will use it legitimately. It is something else to distribute the same technology in the hope that others will use it to infringe.”

Interestingly, this is precisely the direction in which the CJEU’s existing case law appears to have been heading. The introduction of the requirement of ‘neutrality’ as a condition for safe harbour protection, in Google France and L’Oréal, and the dependence of this on knowledge and control speaks precisely to the relevance of the intermediary’s mental participation to a finding of its liability. The more recent GS Media case also heads in the same direction, through its novel introduction of a new element of subjectivity to the notion of communication to the public in the indirect liability issue of hyperlinking. As copyright has traditionally been approached as strict liability tort, arguably this could indicate the Court’s interest in building a harmonised regime for accessory liability on the basis of the existing rules of primary liability. If that is the case, an opening is created for legislative action capable of placing these attempts on more secure legal footing.

164 For more on this see C Angelopoulos, European Intermediary Liability in Copyright: A Tort-Inspired Approach (Kluwer Law International 2016), section 3.1.3.

165 An expansion of the right of communication to the public would risk obscuring the distinction between infringers and non-infringers, thereby necessitating – as the example of French copyright law has shown – the safe harbours to ex post negate their broad reach. By contrast, an ‘accessory liability’ approach, along what is found in both the UK and Germany, as well as in France outside of the area of copyright, would allow for the introduction of a separate regime adjusted to the peculiarities of those supporting third party infringements. In this way, direct infringers can receive different treatment to indirect infringers, overexpansion is avoided and indirect infringers can be held liable only where appropriate. For more on this see C Angelopoulos, European Intermediary Liability in Copyright: A Tort-Inspired Approach (Kluwer Law International 2016), Chapter 5.

5.2. Compatibility with Article 14 of the E-Commerce Directive

Issues of compatibility with current EU law do not arise solely with regard to EU copyright law. Incompatibilities also exist with regard to Article 14 of the E-Commerce Directive. In this case, the problems emerge from two sources: a) Paragraphs 1 and 2 of Recital 38 of the Proposal; and b) Article 13 of the Proposal itself.

As a preliminary point, it should be noted that these incompatibilities are not addressed by Article 1(2) of the Proposal, which includes a list of existing directives the Proposal is intended to leave intact, as that list fails to mention the E-Commerce Directive.

In terms of the compatibility of the Proposal with Article 14 ECD, it is necessary first to note that ‘information society service providers that store and provide access to the public to large amounts of works or other subject matter uploaded by their users’ must be understood as hosting providers within the meaning of Article 14 of the E-Commerce Directive. This is the case as the definition of the latter – ‘providers of an information society service that consists of the storage of information provided by a recipient of the service’ – is broader than that of the former. In particular, the Proposal only targets providers of ‘large amounts’ of material, as well as providers that in addition to storing the material also ‘provide public access to’ it. While it is unclear that either of these qualifications mean (how much is a ‘large amount’? What is the meaning of ‘provide public access to’?), they can only serve to narrow the focus within a group that is in its whole covered by Article 14 ECD. As is clear from the text of that provision and the interpretative case law of the CJEU, the only thing that will disqualify a hosting provider from immunity will be acquiring knowledge or awareness, but failing to expeditiously take the content down and lack of the necessary ‘neutrality’. No reference in the safe harbour is made to either the quantity of the content hosted or whether or not the hosts allows the public to access that content.

As a result, it must be concluded that the Proposal’s new category of providers will, as long as they abide by the conditions of Article 14 of the E-Commerce Directive and the ‘neutrality’ requirement introduced by the CJEU, benefit from the protection of the safe harbour.

With this in mind, the first incompatibility created between the Proposal and Article 14 ECD concerns the interpretation of the notion of ‘neutrality’. Paragraph 2 of Recital 38 of the Proposal suggests that hosting providers will lose safe harbour protection where they play an ‘active role, including by optimising the presentation of the uploaded works or subject matter or promoting them, irrespective of the means used therefor’. This is clearly an attempt to integrate into the Proposal the CJEU case law on the notion of ‘neutrality’ – yet it is an attempt that misses the mark by misinterpreting that case law. The phrase ‘irrespective of the means used therefor’ is particularly problematic in this regard.

As noted above (Section 4.1.2.), the CJEU based its concept of ‘neutrality’ on Recital 42 ECD. As a result, ‘neutrality’ should be taken to exist where the host offers services ‘of a mere technical, automatic and passive nature’, such that it has ‘neither knowledge of nor control over the information which is transmitted or stored’. In *L’Oréal v eBay*, the Court gave, as an example of activities that would deprive a host of ‘neutrality’, the optimisation of the presentation of the content or its promotion. Yet, as explained above, the surrounding circumstances of the case indicate that only bespoke support would achieve this effect, as opposed to mere generic or automated assistance. Indeed, this makes sense in view of Recital 42’s focus on knowledge and control: offering generic and automated support to all users does not provide knowledge and, without knowledge, real control is excluded. Consequently, contrary to what is stated by Recital 38 of the Proposal, ‘the nature of the means used’ is in fact crucial to deciding whether or not a service is ‘neutral’. The inclusion of this new qualification of neutrality thus brings the Proposal into conflict both with Recital 42 ECD and the explanatory case law of the CJEU.

The second problem created in terms of Article 14 of the E-Commerce Directive relates to Article 13 itself. As seen above, Article 13 proposes the imposition of a duo of alternative obligations on the relevant intermediaries: a) to take measures to ensure the functioning of agreements concluded with right-holders for the use of their works or other subject-matter; or b) to take measures to prevent the availability on their services of works or other subject-matter identified by right-holders through the cooperation with the service providers.
Certainly, as indicated by Recital 48 of the E-Commerce Directive, the enjoyment of safe harbour protection will not mean that duties of care may not be imposed on a provider to detect and prevent certain types of illegal activities. Yet, as seen above (Sections 4.1.2.), limits to this option do exist. In particular, as the wording of Recital 48 indicates, such duties must be reasonable and specified in law and may only focus on the detection and prevention of illegal activities. With this in mind, question marks arise with regard to the proposed wording of Article 13: while the second listed obligation does indeed appear to concern itself with the precise objective mentioned by Recital 48 ECD, it is unclear exactly first obligation involving ‘measures to ensure the functioning of agreements concluded with right-holders for the use of subject matter’ would involve.

Unhelpful in this regard is the fact that different parts of the Proposal use different language to describe the relevant obligation. So, Article 13 itself talks of ‘measures to ensure the functioning of agreements concluded with rightholders for the use of subject matter’. Yet, paragraph 1 of Recital 38 mentions an obligation to ‘conclude licensing agreements with rightholders’. It is unclear if these two sentences are referring to the same obligation.

One possible interpretation is that Recital 38 merely intends to state the obvious in an explanatory way: only providers that communicate works to the public are obliged to conclude licensing agreements. This statement can then be interpreted as the legislative basis of the obligation introduced by Article 13: Only providers that have an obligation to conclude licensing agreements have an obligation to take measures to ensure the functioning of those agreements. Yet, this seems strange too, as a correct interpretation of copyright law would conclude that, where providers are communicating works to the public without authorisation, the consequence will be that they can be held liable for their infringements. No obligation to enter into licensing agreements per se is created.

Complicating matters further, paragraph 3 of Recital 38 talks about an obligation to ‘ensure the protection of works or other subject matter’. In comparison with the wording of paragraph 1 of Recital 38, one can much more easily square this wording with that of Article 13 by assuming that it would be through ‘ensuring the protection of works or other subject matter’ that a provider would ‘ensure the functioning of agreements concluded with rightholders for the use of subject matter’. Alternatively, perhaps it would be through Article 13’s second obligation to ‘prevent the availability on their services of works or other subject-matter’ that the protection of such subject matter may be ‘ensured’. Again, however, the wording of the two provisions is slightly different and it is not clear why.

Finally, the Explanatory Memorandum to the Proposal suggests that Article 13 ‘fosters the conclusion of agreements with rightholders’. Once more, a divergent wording is used, this time returning to the meaning suggested by paragraph 1 of Recital 38. Yet, in the same paragraph, the EM also suggests that the mechanism adopted in the Proposal is that which was labelled ‘Option 2’ in the Impact Assessment. This is also puzzling, as, under that heading, the Impact Assessment only talks of the imposition of a much milder obligation ‘to put in place appropriate and proportionate technologies and to increase transparency vis-à-vis rights holders’.

In conclusion, the Proposal appears to swing erratically between two possible types of duty for hosting platforms: one in line with the ECD and one not. Without any real clarity as to what the first obligation proposed by Article 13 entails, it is impossible to assess, in any real way, its compatibility with Article 14 of the E-Commerce Directive. If it only involves measures to detect and prevent illegality, as permitted by Recital 48 of the E-Commerce Directive, compatibility can probably be salvaged. If, however, it entails an obligation to sign licensing agreements problems arise: if a host service provider is protected by Article 14 and therefore not liable for the infringements committed using its services by its users, why would it sign a licensing agreement with right-holders? On the other hand, if what is meant is instead merely an obligation to prevent infringements in line with Recital 48 ECD, what is the difference between the that obligation and the second alternative obligation introduced by Article 13?

Further clarity on all of these points would be welcome.

5.3. Compatibility with Article 15 of the E-Commerce Directive

The biggest incompatibilities presented by the current version of the Proposal are the two final ones: those which arise with Article 15 of the E-Commerce Directive and, more problematically yet, the Charter of Fundamental
Rights itself. In both cases, the issue centres again around the two obligations which the proposed Article 13 suggests that the targeted providers should take.

In introducing these obligations, Article 13(1) of the proposed directive gives a perfunctory nod to the need for due respect of the counterbalancing interests of other parties, by warning that any measures adopted must be ‘appropriate and proportionate’. Recital 38 of the Proposal repeats this requirement. Notably, the language used in these provisions, although much briefer, is reminiscent of that of Article 3 of the Enforcement Directive. Unfortunately, the text of Article 13(1) undermines these efforts by instead suggesting that the relevant measures may include ‘effective content recognition technologies’. The same reference is also made by Recital 39. The use of this example brings the provision immediately out of line with both Article 15 of the E-Commerce Directive, as well as the EU Charter. This Section shall focus on Article 15 ECD.

Again, as was the case with the previous section, the incompatibilities of the Proposal with Article 15 ECD are not solved by Article 1(2) of the Proposal, which does not mention the E-Commerce Directive among the directives intended to remain unaffected by its text.

As noted in detail above, Article 15 ECD prohibits Member States from imposing, on providers which enjoy the protection of a safe harbour, general obligations to monitor the information which they transmit or store, as well as general obligations actively to seek facts or circumstances indicating illegal activity. This presents a problem for the Proposal, as ‘effective content recognition technologies’ will, by definition, require precisely such monitoring: after all, how can infringing content be ‘effectively recognised’ on a platform by means of a technological tool without the oversight of the totality of the content on that platform? The chaff cannot be separated from the grain without the thrashing of all the harvested wheat. In order to ‘recognise’ unwanted content within a collection of content, one must, logically, examine each piece of content in that collection.

Indeed, this reality is made clear by Annex 12A of the Impact Assessment supporting the Proposal on ‘General Information on and Examples of Content Identification Technologies’.

As this explains, there are two are the main types of content recognition technologies: ‘fingerprinting’ and ‘watermarking’. ‘Fingerprinting’ relies on the creation of a unique digital representation of each piece of protected content (a ‘fingerprint’ of that content) and the compilation of those representations into a reference database (a ‘fingerprinting database’). This database is then used to check each piece of content that an end-user attempts to upload onto the service. If a match is detected, the content is removed or access to it is blocked. ‘Watermarking’ refers to the reverse: the invisible tattooing operation that allows the identification of imprinted – and therefore authenticated – copies. With watermarking, content is only allowed to pass muster if a watermark is found. In both cases, in order to be effective, the technology must be applied to infringing and non-infringing content alike: obviously, if content has already been identified as non-infringing, content recognition technology becomes redundant. Indeed, commonly, the technology is applied to the totality of the content on the intermediary’s platform or, at least, to all new content. The Annex gives the example illustrating this in the form of YouTube’s well-known Content ID system. As it indicates, this software is run by YouTube for each and every new video is uploaded onto its platform. As a result the totality of content uploaded since the adoption of the system is affected.

This reality makes clear why, in the Netlog case, the CJEU concluded that the imposition of an injunction on the hosting service provider requiring it to install a filtering (i.e. content recognition) system would involve the active monitoring of almost all of the data relating to all of its service users and therefore be incompatible with Article 15 of the E-Commerce Directive: such monitoring is an essential part of ‘content recognition’. It is precisely that monitoring that allows the content that must be removed to be recognised among a sea of lawfully uploaded material.

It should be noted that arguments have been made according to which content recognition technologies are not incompatible with Article 15 of the E-Commerce Directive in view of the concession made by Recital 47 of the directive to ‘monitoring obligations in a specific case’. Examples are to be found in Germany’s Störerhaftung case.
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law. As was noted above, the German courts have concluded that, as long as the content which the filtering is intended to uncover is specific, the monitoring obligation will be so as well. So, in Rapidshare III, the BGH stated that its Störerhaftung principles are compatible with EU law, as ‘the defendant can be subjected not to a general but rather an incident-related monitoring obligation to trace an infringement already made and prevent further infringements.’

Certainly, the difference between ‘general’ and ‘specific’ monitoring is not made explicitly clear by the text of the directive itself. The fact that the Netlog ruling concerned a particularly broad filtering mechanism (one that would require the monitoring of most of the information stored on the platform’s servers, for all its customers, in abstracto and as a preventative measure, at its own cost and for an unlimited period) does appear to leave open the possibility that a less demanding order might have been deemed permissible. Yet notably, in its ruling, the CJEU ignored the broadness of the injunction in terms of e.g. the length of time for which it was to be applied or the content which it sought to protect and focused exclusively on the breadth of the material being monitored. This makes clear that it is the broadness of the object of the monitoring which represents the pertinent difference between general and specific monitoring. Notably, such a broad base would be required by even the most modest ‘content recognition technology’, including those filtering measures imposed by the German courts: filtering away infringements of just one piece of copyright protected content from a platform still requires examining all the content on that platform in order to uncover those infringements. It is thus very difficult to see how the German interpretation could be compatible with the Netlog emphasis on whose content is being monitored. The issue at stake is whether or not all users’ content is subject to monitoring measures, not whether the objective of the monitoring is the prevention of the infringement of a specific work.

From this perspective, it becomes clear that Recital 47’s reference to ‘monitoring in specific cases’ should be interpreted quite literally: the monitoring of e.g. the activity of a specific individual or group of pre-identified users on a platform is what is permissible.

In any case, it is worth noting that, although the German judgements’ compatibility with current EU law is questionable, unlike the Commission’s new Proposal, they do stop short of imposing a proactive duty on platforms that arises absent a court order. The new Proposal is thus also incompatible with the permissive German interpretation of Article 15 ECD, as it omits even this procedural safeguard.

It should be noted that the above analysis is not affected if the general monitoring is aimed not at blocking content, but at ‘ensuring with functioning of agreements with right-holders for the use of works’, as per the first obligation introduced by the proposed Article 13. The objective of the monitoring does not change its general nature. The fact that many providers already use such technology on a voluntary basis is also irrelevant: Article 15 ECD is addressed at ‘Member States’ not private actors.

As a final aside, it is worth observing that the Proposal appears to intend to protect small and medium-sized businesses from the implementation of ‘effective content recognition technologies’ by limiting is reach only to hosts of ‘large amounts’ of content. Whether this tactic is appropriate is questionable. For one thing, the distinction between ‘large’ and ‘non-large’ amounts of content is unclear: no indication is given in the Proposal of where the barrier should lie. Secondly, considerable concern has been documented on the part of smaller providers that the implementation of filtering systems by bigger players puts them at a competitive disadvantage. It’s worth recalling that most large hosts already implement such technologies. Moreover, they tend to put them to creative uses: YouTube’s Content ID, for example, allows right-holders to choose between either blocking the content, allowing it to be freely viewed while viewing statistics are gathered and monetising it by allowing the use of advertisements. In this way, the prospect of data collection and monetisation allows YouTube to keep content on its platform that smaller providers would, under the force of notice-and-take-down regimes, be obliged to remove. In addition, the introduction of a requirement that binds only ‘large’ platforms

169 BGH, Rapidshare III, 15 August 2013, I ZR 80/12.
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means that an investment roadblock is immediately placed before the smaller players: as soon as these parties
grow enough to compete with their larger counterparts, they will be faced with an expensive obligation to develop
complicated technology their competitors were allowed to create on their own stream and on a level-playing field.
It has thus been suggested that the push for the normalisation of content recognition technologies, far from a
way to protect smaller businesses, represents a consolidation of the market power of the larger providers.¹⁷³
Finally, it should also be considered that a number of ‘large’ Web 2.0 hosting platforms, such as Wikipedia do not
run for profit and are therefore not in a financial position to support the in-house development or outside
purchase of content recognition technology.¹⁷⁴ It is relevant in this regard that, although the Proposal is clearly
grounded at preventing the online infringement of audio and video content and this is what the Impact Assessment
focused on, its wording extends to all kinds protected material, thus risking unanticipated consequences in other
areas.

5.4. Compatibility with the Charter of Fundamental Rights of the EU

Of course, the incompatibility of the Proposal with Article 15 ECD could be addressed through appropriate
legislative action. For example, it would be possible for the EU legislator to amend the E-Commerce Directive or
attempt to override it, by stating in the new Proposal that the hosting safe harbour does not apply to platforms
hosting ‘large amounts’ of content in a public available way. Nevertheless, even in that case a greater obstacle
would still need to be addressed: the introduction of ‘effective content recognition technologies’ would also be
incompatible with the Charter of Fundamental Rights of the EU.

It should be recalled that, in Netlog, the imposition of a filtering obligation was seen as incompatible not only with
Article 15 ECD, but also with the notion of a ‘fair balance’ between opposing fundamental rights. In reaching this
conclusion, the CJEU saw the protection of copyright under Article 17(2) of the Charter as conflicting with three
fundamental rights of other involved stakeholders: the freedom of the intermediaries themselves to conduct their
business (Article 16 of the Charter) and the rights of the users of the intermediary to both their freedom of
expression and information (Article 11 of the Charter) and to the protection of their personal data (Article 8 of
the Charter).

Of course, the existence of a conflict with other fundamental rights does not automatically negate the normative
force of copyright. As McFadden suggests, what is necessary is instead that the ‘essence’ of all involved rights is
not undermined. In this regard, it should be noted that, arguably, the impact of the obligation to adopt ‘effective
content recognition technologies’ on intermediaries’ freedom to conduct a business will indeed be somewhat
mitigated by the confinement, as the proposed Article 13 demands, of that obligation only to subject matter
identified by right-holders. This limitation will mean that the relevant providers need not investigate their platforms
for infringements of all protected works in existence. While this limitation (as seen above) makes no difference in
terms of general monitoring under Article 15 ECD, it would – assuming the relevant technology is available for
the type of content hosted on the intermediary and at an approachable price – certainly limit the intermediaries’
task merely to the implementation of the relevant technologies, without the need to decide on which works to
enter into the system. As a result, it would considerably alleviate the burden placed upon them and thus positively
impact their freedom to conduct their business.¹⁷⁵ The Impact Assessment further argues that the problems that
Article 13 poses for the freedom to conduct a business are addressed by the open wording of the provision,
which leaves to providers the choice of the precise technologies they are to deploy, thus allowing them to best

¹⁷⁴ On the costs of filtering see J Urban, J Karaganis & B Schofield, ‘Notice and Takedown in Everyday Practice’ (March 2016) UC
‘Study on the Role of Online Intermediaries – Summary of the Public Consultation’, study prepared for the European Commission, SMART
¹⁷⁵ On this see M Husovec & R Leenes, ‘Study on the Role of Online Intermediaries – Summary of the Public Consultation’, prepared for
the European Commission DG Communications Networks, Content & Technology (2016), SMART number 2015/0084, p. 49. See also M
Husovec, Accountable, not Liable: Injunctions against Intermediaries’ (2 May 2016) TILEC Discussion Paper No. 2016-012, p. 36.
take account of the size and nature of their service. Indeed, this is an interpretation that has been endorsed by the CJEU’s *Telekabel* judgement, much as this has been criticised by commentators.

Yet even in this case, the problems raised for users’ rights remain: for one thing, the danger of inadequate distinctions between lawful and unlawful content that could result from mistakes made by the relevant technologies would persist. As has been mentioned above, in *Netlog* this possibility was deemed incompatible with end-users’ Article 11 right to freedom of expression and information. It should be noted that Annex 12A of the Impact Assessment suggests that the level of accuracy of content identification technologies ‘can be very high, allowing for the tracking of almost any content’. Even if this is to be taken as given however, all it suggests is that ‘false negatives’ (i.e. cases where copyrighted content fails to be identified by the system) are few. The Impact Assessment itself confirms that ‘false positives’ (cases where content is wrongly identified as infringing and removed) continue to be common. The erroneous take-down of lawful content that the Communication on a Digital Single Market Strategy for Europe worried about is thus not addressed. As the IM acknowledges, this problem will be particularly acute for transformative content. This highlights the problems which content recognition technology presents for the copyright exceptions in favour of e.g. caricature, parody and pastiche or quotation for the purposes of criticism or review. Arguably, automated systems are not well-suited for such complex legal decision-making. Indeed, as the CJEU noted in *Netlog*, false positives are a particularly acute problem in the area of copyright, where exceptions and limitations vary considerably from one Member State to another, so that certain works may fall within the public domain or may be posted online free of charge by the authors concerned.

The Impact Assessment contends that this problem can be addressed through procedural safeguards for users. In line with this suggestion, Article 13(2) of the Proposal states that Member States must ensure that the targeted providers ‘put in place complaints and redress mechanisms that are available to users in case of disputes’ over the filtering outcomes. Yet this vague prescription does not provide sufficient procedural detail. This is important, as studies indicate that, improperly crafted, such mechanisms, though helpful, do not address the ‘chilling effect’ that the incorrect blocking or removal of content exerts on end-users.

In addition to the above, the Impact Assessment also misses the mark when it indicates that the problems for freedom of expression created by the imposition of an obligation to implement content recognition technology will not be significant, given that the major user-uploaded content services already use such measures. This statement fundamentally misconceives the nature of fundamental rights, an area of law that, as a general rule, does not bind private parties, but whose duty-bearers are State authorities. The argument was recently repeated in a briefing of the European Parliament on Proposal. It is disconcerting to see official documents of the European Institutions so fundamentally misconstrue the objective of such basic law.

Finally, in line with the case law of the CJEU, in imposing copyright enforcement measures on hosting providers, account must also be taken of end-users’ right to the protection of their personal data under Article 8 of the Charter. This requirement too raises significant problems for the Proposal: the ‘identification, systematic analysis and processing of information connected with the profiles of end-users’ that created issues under Article 8 in
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Netlog constitutes an integral function of the content recognition technologies that it suggests imposing on providers. The same issue that exists with regard to Article 15 ECD is relevant also here: content recognition technologies by definition require the ‘identification, systematic analysis and processing’ of all content uploaded by users onto their profiles on a platform, if they are to effectively stop the uploading of protected content onto that platform. This would include non-infringing content, such as genuinely user-created content, potentially even featuring the user themselves. As with Article 15 ECD, if the objective of the processing is instead to ‘ensure the functioning of agreements’, through e.g. monetisation schemes, this reality is not affected.

Notably, while (as shown above) attempts can be said to have been made to take Articles 16 and 11 into account when drafting the Proposal, its incompatibility with Article 8 remains entirely unaddressed in the text. For one thing, this is not a problem that can be solved through the complaints and redress mechanisms of Article 13(2) of the Proposal. For another, it is also not an issue that can be affected by the limitation of the filtering obligations only to platforms that ‘provide public access’ to content. This is made clear by the fact that Netlog itself involved a social networking site that attracted the ire of copyright-holders precisely because of the public nature of the information uploaded onto it. Where profiles are private, no need to monitor them exists, as no copyright infringement will have taken place. Even the Impact Assessment, in its analysis of the fundamental rights implications of the proposed Article 13 makes no mention at all of the protection of personal data. It thus seems that Article 8 was not considered at all is the drafting of the Proposal. This omission, while egregious, probably explains the current situation. As with Article 15 ECD, content recognition technologies are by their very nature incompatible with Article 8: if Article 8 had been properly considered, they would not have been inserted into the Proposal.

In this regard, it should also be considered that the Proposal’s issues in view of Article 8 of the Charter do not operate independently, as a connection exists between the protection of users’ personal data and the overall robustness of freedom of expression within a society: arguably the knowledge that one’s online activities are being monitored can have an inhibitory effect on the exercise of freedom of expression, thereby incentivising over-compliance by non-infringers that wish to avoid attention. As a result, the Proposal’s Article 8 issues threaten to compound its already existing Article 11 issues as well.

Apparently unperturbed by these shortcomings, Recital 45 of the Proposal doggedly maintains that it ‘respects the fundamental rights and observes the principles recognised in particular by the Charter of Fundamental Rights of the European Union.’ It notes that its provisions should be interpreted and applied in accordance with those rights and principles. Recital 46 further warns that any processing of personal data under the proposed directive should respect the right to respect for private and family life and the right to the protection of personal data under Article 7 and 8 of the Charter. Certainly, Article 13(2) of the Proposal guarantees ‘complaints and redress mechanisms’ that should be made available to users in case of disputes over the application of the new obligations. Yet this represents a complete reversal of the current position and therefore a diminishment of users’ rights: according to the CJEU, end-users’ freedom of expression and the protection of their personal data require that filtering obligations not be imposed on intermediaries, not that users be given a right ex post to object to content removal. Indeed, such systems would do nothing to avoid the State-imposed general monitoring to which users’ content would be subjected or the chilling effects on freedom of expression this would create. If end-users’ rights were truly to be considered, under the EU court’s own case law, the mention of ‘content recognition technologies’ in Article 13(1) should be completely removed.

185. The judgement describes Netlog as follows: ‘Netlog runs an online social networking platform where every person who registers acquires a personal space known as a ‘profile’ which the user can complete himself and which becomes available globally.’ See CJEU, C-360/10, SABAM v Netlog, 16 February 2012, para. 16.

6. Recommendations for Improvement

The sections above described the problem which the new Proposal purports to address (Section 2), the current solution this puts forth (Section 3), the existing legal framework (Section 4) and the compatibility of the Proposal with that framework (Section 5). This section shall now venture to consider ways with which the European legislator can move forward from this point. Two are the obvious routes that can be envisioned:

a) the current Proposal is deleted and other solutions are pursued in new instruments, after a more careful assessment of the issues at stake; or

b) the current Proposal is retained and substantially improved to bring it into line with existing EU law.

Given the deep incompatibilities that divide the current Proposal from existing EU law, the author's preference would lie with the first solution. Options for the second are however also worth exploring. In order of magnitude of departure from the existing text, three possible solutions of this type are put forth in the sections below:

a) the Proposal is minimally amended to remove elements that are incompatible with current EU law;

b) the Proposal is reformulated to introduce a notice-and-action system and/or a duty of care for intermediaries to remove notified content where certain requirements are met;

c) the Proposal is reformulated into a substantively harmonised European general accessory liability regime in copyright or at least a substantively harmonised European accessory liability regime in copyright applicable only to host service providers. For optimum results, this could also be combined with an Alternative Compensation Mechanism for right-holders.

Each of these options shall be examined in turn in Sections 6.1.—6.4 below.

6.1. Recommendation 1: Minimal Amendments for Achieving Compatibility

In view of its incompatibilities with pre-existing directives and the higher norms of the Charter, is there a way to salvage the Proposal? An obvious starting point can be found in the simple deletion or rewording of its most problematic aspects, as these have been identified in Section 5. Such a move would need to involve the following:

a) First and foremost, Article 1 para. 2 of the Proposal would have to be amended to make it clear that the E-Commerce Directive is not to be affected by the new provisions. This can very easily be done by including it among the Directives listed as not in any way affected by the new Proposal. Indeed, given the continued support expressed by the Commission for the E-Commerce Directive in the Communications released in the run-up to the Proposal, the absence of that Directive from that list is notable.
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b) In addition, Paragraph 1 of Recital 38 would have to be reworded so as to make clear that information society service providers that store and provide access to the public to copyright protected works or other subject-matter uploaded by their users cannot automatically be considered to be performing an act of communication to the public and are in any case under no obligation to conclude licensing agreements with right-holders. It is recommended that the word ‘thereby’ for this purpose be removed. It is also recommended that the phrase ‘provide access to the public to copyright protected works’ be deleted, as it is foreign to EU copyright law and its meaning is unclear. A possible re-wording of paragraph 1 of Recital 38 could be as follows:

‘Where information society service providers that store copyright protected works or other subject-matter uploaded by their users go beyond the mere provision of physical facilities and perform an act of communication to the public, they are infringing an exclusive right protected under Article 3 of Directive 2001/29/EC of the European Parliament and the Council and may be held liable for this infringement, unless they are eligible for the liability exemption provided in Article 14 of Directive 2000/31/EC of the European Parliament and of the Council.’

Paragraph 2 of Recital 38 should also be adjusted to provide an accurate reflection of the current state of the CJEU’s case law on the concept of ‘neutrality’. To this end, the phrase ‘irrespective of the nature of the means used therefor’ should be deleted. It should also be made clear that optimisation of the protection of content and the promotion of content only deprive providers of neutrality when undertaken in a manner that targets specific content.

To eliminate all confusion, the title of Chapter 2 (currently ‘Certain uses of protected content by online services’) should also be changed to ‘Certain uses of protected content by the users of online services’. Likewise, the title of Article 13 (currently ‘Use of protected content by information society service providers storing and giving access to large amounts of works and other subject-matter uploaded their users’) should be changed to ‘Use of protected content by users of information society service providers storing and giving access to large amounts of works and other subject-matter uploaded by their users’.

c) Paragraph 1 of Article 13 would have to be reworded so as to remove reference to the use of content recognition technologies, the imposition of an obligation to implement these being incompatible with both Article 15 ECD (as concerns providers protected by the safe harbours) and the Charter (for all providers). An additional amendment could involve the consolidation of the two alternative obligations mentioned in the current version into a single obligation with a clear and coherent meaning. The simplest option for such a rewording would involve the deletion of the first proposed obligation, while retaining the second one. The limitation of the provision only to hosts of ‘large amounts’ of protected subject-matter should also be abandoned, as it introduces a significant source of legal uncertainty, while doing little to protect smaller businesses.

On this basis, a possible wording of the relevant parts of Article 13 is suggested in the following:

‘Information society service providers that store works or other subject-matter uploaded by their users shall, in cooperation with rightholders, take measures to prevent the availability on their services of works or other subject-matter identified by rightholders. Those measures shall be appropriate and proportionate.’

Having said this, it should be noted that such an amendment also presents risks in terms of legal uncertainty: what kind of measures can be deemed sufficient for this preventive purpose? A better solution might be to indicate specific measures that providers must adopt. These could include, for example, the posting of warnings for users against committing infringement using the platform’s services or (as suggested by the CJEU in L’Oréal) the suspension of repeat infringers. Such measures could be inserted as examples of ‘appropriate and proportionate measures’ in the text of the Article, taking the place of the current reference to ‘effective content recognition technologies’. In this case, the wording of the relevant parts of Article 13 could be adjusted as so:
Information society service providers that store works or other subject-matter uploaded by their users shall, in cooperation with rightholders, take measures to prevent the availability on their services of works or other subject-matter identified by rightholders. Those measures, such as the issue of general warnings to end-users against the use of their services for the purposes of the infringement of copyright or related rights or the suspension of the accounts of repeat infringers brought to their attention by rightholders, shall be appropriate and proportionate.

It should be noted that the references in the current wording of Article 13 to obligations for service providers to provide rightholders with adequate information on the functioning and the deployment of the measures they take for the enforcement of copyright and related rights, including information on the recognition and use of the works and other subject-matter, are not in themselves incompatible with either the Infosoc Directive and E-Commerce Directive or the case law of the CJEU. They may therefore be maintained in the Proposal. It should be recalled in this regard that the adoption of general monitoring obligations – and therefore of content recognition technologies that make use of them – may be done voluntarily by providers, although it cannot be imposed on them by State authorities. With this in mind, it indeed does not appear unreasonable to require that such providers supply right-holders with information on their copyright and related rights enforcing activities.\(^\text{188}\)

d) If the above-mentioned substantive obligations to prevent the appearance of copyright and related rights infringing material on their websites are imposed on host service providers, it becomes imperative to guarantee their continued qualification for safe harbour protection where they abide by these obligations. Intermediaries must not be found to have lost immunity they would otherwise be entitled to on the basis of action they take in fulfilment of their legal obligations. To fail to provide such a legal guarantee would amount to the imposition of conflicting imperatives on intermediaries that both require that they refrain from action in order to enjoy protection and require that they take action in order to avoid liability. In recognition of this paradox and in line with the recommendations already made by the Commission in its Communications on Online Platforms in the Digital Single Market and on a European Agenda for the Collaborative Economy, a ‘Good Samaritan’ clause that makes clear that measures taken in line with Article 13(1) should not deprive the intermediary from safe harbour protection should be adopted. This could be added as an additional paragraph of Article 13 (e.g. as Article 13(4)).

e) Finally, Recital 39 would also have to be reworded. The amended wording should be chosen to reflect the wording of Article 13. In all cases, reference to the use of content recognition technologies should be removed.\(^\text{189}\)


The solutions recommended under Section 6.1. would go a long way towards bringing the Proposal into line with existing EU law. At the same time, it is arguable that the potential for real impact is missing. With this in mind, a more ambitious rewording could also be considered. One obvious option could be to introduce a notice-and-action procedure. As with the suggestions for warning systems and the suspension of repeat offenders, this could be achieved through its insertion in Article 13 in replacement of the current mention of ‘effective content recognition technologies’. Indeed, given the multiple references to this possibility in the Communications leading up to the Proposal, it is surprising that the Commission itself did not take the opportunity to do this. It is worth noting that this suggestion, far from being in conflict with the ECD, would build upon it and address one of the
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main criticisms addressed against it.\(^{190}\) Indeed, as noted above, sixteen years ago Article 21 ECD already foresaw the possibility of a future introduction of a complete notice-and-takedown procedure at the European level. Notably, the Commission had floated a draft directive on notice-and-action in 2013. This, according to a leaked version, proposed a horizontal notice-and-action procedure for hosting providers based on Article 14 of the E-Commerce Directive that intended to combine a binding instrument with guidance from the European Commission.\(^{191}\) While that proposal was withdrawn unpublished,\(^{192}\) given the current renewed drive for further EU legislation in intermediary liability, the reconsideration of the idea is arguably now advisable.\(^{193}\)

If the current Proposal is to be amended to pursue this possibility, as multiple authors have suggested, the relevant provisions should be carefully crafted.\(^{194}\) In particular, it is important that it be made clear that notifications sent by right-holders provide sufficiently precise and adequately substantiated indications that content uploaded onto a provider’s platform by its users has infringed copyright or related rights and that no exception or limitation applies. The exact location of the content should also be clearly indicated. Moreover, should this solution be adopted, guarantees for the protection of end-users should also be inserted. The existing paragraph 2 of Article 13, that guarantees complaints and redress mechanisms for users, provides a solid starting point in this regard. In order to provide greater legal certainty, this text could be further developed. For example, it could be amended to make clear that users should be informed of the removal or disabling of access to content which they uploaded and that they should be given the possibility to contest the removal or disabling of access to content they have uploaded within a reasonable time-frame by means of counter-notification. Where such counter-notification provides reasonable grounds to consider that the content is not illegal, the text should also indicate that the provider should reinstate the contested material or cease disabling access to it. Finally, a ‘Good Samaritan’ protection for providers that take down or remove content in this way would again be necessary under this option.

It should be noted that, naturally, as a supplement to the above options, the possibility of injunctive relief against intermediaries always exists as an additional measure available to right-holders. Therefore, if a right-holder continues to be convinced, following counter-notification from the user, that the material is infringing, he can always turn to the courts for relief. It should be noted in this regard that judicial authorities are the natural arbiters of legal disputes. Although certainly action before the court carries the disadvantage of lengthy and expensive proceedings, these drawbacks have always applied in the offline world. There, measures have been put in place (including summary judgements and temporary injunctions) to counteract some of the downsides. There is no reason why these should not be considered sufficient for the online world as well.\(^{195}\) Potentially EU legislation could explore such possibilities as well.

Finally, before moving on it should be noted that, while this notice-and-action-inspired recommendation could be approached as a simple delineation of the procedure to be followed by intermediaries wishing to abide by the requirements set by Article 14 ECD for the enjoyment of the hosting safe harbour, a more decisive reinterpretation of this system can also be envisioned. This could involve the introduction of a positively-stated


\(^{192}\) See letter by nine MEPs to European Commissioner for Internal Market and Services Michel Barnier on the matter, 3 July 2013, available at: https://ameliaandersdotter.eu/sites/default/files/letter_commissioner_barnier_notice_and_takedown.pdf.

\(^{193}\) Experimentation with other types of notice-based regimes might also be considered, such as, for example, notice-and-notice, which has met with considerable success in Canada. See C Angelopoulos & S Smet, ‘Notice-and-Fair-Balance: How to Reach a Compromise between Fundamental Rights in European Intermediary Liability’ (2016) 8(2) Journal of Media Law, 266.


obligation for intermediaries to remove infringing content about which they have received notification. Under such a construction, where providers do not block or remove notified and infringing content, they will not only lose safe harbour protection, but in addition be held liable for third party copyright infringement in question. In other words, the negative obligation imposed through Article 14 ECD could be turned into a positive one: a duty of care that mirrors the safe harbour by requiring the takedown of notified content, as long as certain guarantees are met. In this way, far more than a mere notice-based procedure, a real, substantive harmonisation of at least this tiny corner of European intermediary liability law could be achieved. This possibility is in fact, arguably, the one that – once this is stripped of all elements that contravene existing EU law – is in reality presented by the current version of the Proposal. After all, the imposition of an obligation on content-sharing platforms to take appropriate and proportionate measures to prevent the availability on their services of copyright-infringing material would, in essence, amount to the imposition of a duty to take down content about which a notice has been received, as that would, in most cases, be the most effective method of achieving this result that would not amount to a violation of Article 15 ECD and the Charter. Obviously, as with the adoption of a notice-and-action procedure, under this option as well, guarantees for the protection of end-users and for the accurate substantiation of infringements and identification of their location should also be provided.


Certainly, the introduction of a harmonised European notice-and-action procedure would be a welcome change that has long been demanded by stakeholders. It would additionally improve legal certainty and streamline processes across the Digital Single Market. A duty of care for hosts to take down notified content, assuming sufficient guarantees exist, could also be helpful, by opening up the discussion on the adoption of a substantive European regime for intermediary liability. Despite the advantages of both of these options however, the reality remains that, by and large, most providers already implement notice-and-action mechanisms, under the force of the ECD and the international strength of the US's DMCA procedure. As a result, if a real solution to the so-called ‘value gap’ is to be envisioned – indeed, a real solution to online copyright infringement in general – more drastic legislative action is necessary.

In this regard, two potential mechanisms are worth considering. These would be complementary and intended to support each other through their parallel implementation. They are the following: a) the adoption of a truly harmonised EU framework for accessory liability for third party copyright and related rights infringement, capable of determining, among others, when an intermediary – including a host service provider – should be held liable for its users infringements; and b) the introduction of Alternative Compensation Systems (ACS) for right-holders covering non-commercial direct copyright and related rights infringement committed by end-users online.

The first of these would serve to approximate the disparate national laws governing accessory liability. This would, first and foremost, help complete the harmonisation of European copyright law by plugging one of the most prominent remaining gaps in its edifice. Once adopted, these rules could be applied, among others, to internet intermediaries of all sorts, thus clarifying their liability on a uniform European level. As an added advantage, the introduction of a harmonised accessory liability regime in copyright would also help achieve greater clarity with regard to the European rules of primary liability in copyright as well, by alleviating the pressures for their over-expansive interpretation.

Naturally, the harmonisation of intermediary liability would not offer a complete solution to the problem of online infringement. The reality is that internet intermediaries will not always meet the conditions for the imposition of liability on them for the infringements of their users. This has been made clear by the national case law on intermediary accessory copyright liability. If online infringement, including infringement by users of content-
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sharing platforms, is to be properly addressed, more novel solutions will be necessary. In view of the difficulty in bringing individual end-users who have committed infringements to justice, a solution could be found in introduction of Alternative Compensation Systems. Inspired by continental European private copying schemes, such a system could see the introduction of a new levy-financed statutory licence for non-commercial online acts of reproduction and communication to the public, on condition that right-holders receive fair compensation.

The exact modalities of both these options would require careful consideration by the European legislator. While their analysis goes beyond the scope of this study, it is worth noting that recent academic work in the EU has been dedicated to the exploration of precisely such mechanisms. ¹⁹⁸

7. Conclusion

In conclusion, as the above study has made clear, the current wording of the provisions of the Commission’s new Proposal for a Directive on Copyright in the Digital Single Market is incompatible with existing EU directives, as well as with the Charter of Fundamental Rights of the EU, as interpreted by the CJEU.

In particular, Recital 38 of the Proposal misinterprets EU copyright and related rights law by implying that these providers by definition go beyond the mere provision of physical facilities and perform an act of communication to the public. This is not an issue that has to date been addressed by EU copyright law, as that has been formulated by the Infosoc Directive and the interpretative case law of the CJEU. Acts of facilitation of third party copyright infringement are instead the rightful domain, not of primary, but of accessory liability, an area of copyright and related rights law that has not yet been harmonised at the EU level.

In addition, Recital 38 of the Proposal also suggests that such providers will lose the protection of the hosting safe harbour of Article 14 of the E-Commerce Directive, where they play an active role, including by optimising the presentation of or promoting the uploaded works or subject matter, irrespective of the nature of the means used therefor. This substantially misrepresents the relevant case law of the CJEU, as well as Recital 42 of the E-Commerce Directive, which underpins this case law. Both of these indicate the need for the relevant hosts to have knowledge and control over specific unlawful data before immunity can be denied.

Finally, Article 13(1) and Recital 39 of the Proposal suggest, as an example of measures that may be imposed on such providers for the enforcement of copyright and related rights, the use of ‘effective content recognition technologies’. Given that such technologies require the monitoring of the behaviour of all of a providers’ end-users, the adoption of such a requirement would go against the prohibition of general monitoring obligations introduced by Article 15(1) of the E-Commerce Directive. As the case law of the CJEU has made clear, it would also violate the principle of a ‘fair balance’ between competing fundamental rights, recognised by that Court as essential in this area, by imposing a disproportionate burden on intermediaries’ freedom to conduct their business (Article 16 of the Charter), as well as end-users’ right to the protection of their personal data (Article 9 of the Charter) and to their freedom of expression (Article 11 of the Charter). It should be noted that the fact that such technologies are currently voluntarily used by some providers is immaterial in this regard: the law of fundamental rights binds State authorities, not private actors.

In addition to these incompatibilities, the ambiguous wording surrounding these proposals, the first two of which are only mentioned in a Recital and the last of which is only given as an example, would inhibit, rather than improve legal certainty in the EU on the liability of the relevant providers for the copyright infringements of their users. As a result, it is likely to undermine the establishment of a Digital Single Market in Europe, as different Member States experiment with different interpretations in the transposition of the Proposal into national law. The lack of consistency in the wording of the Recitals, the Explanatory Memorandum, the Impact Assessment and the main text of the Proposal, all of which talk of obligations, but each of which describes these obligations in different terms, is also problematic in this regard.

As a result of these shortcomings, the relevant provisions should be deleted or significantly amended. Recommendations for amendments could be limited to the mere removal and/or rewording of the most problematic aspects of the provisions. This option however would likely render these provisions toothless.

To avoid this outcome, more constructive options are proposed in the form of amendments to the text in favour of either the introduction of a notice-and-action system or a duty of care for intermediaries to remove notified content where certain requirements are met. Alternatively, the harmonisation of accessory liability for the infringement of copyright or related rights should be considered, as well as the introduction of an Alternative Compensation System (ACS) for right-holders covering non-commercial direct copyright and related rights infringement committed online by end-users.
A conversation about digital copyright reform

TechCrunch spoke to MEP Julia Reda, a long-running proponent for copyright reform — who has called for bold and ambitious reforms, yet instead finds herself fighting a set of proposals that she argues could usher in additional restrictions on web users — while also disadvantaging regional startups.

TC: What was the original impetus for the EU’s digital copyright reform, and what did the Commission eventually propose?

Reda: When EU first announced the copyright reform it was saying that the purpose was to really make life easier for everybody — businesses who wanted to scale up throughout the entire EU but also for citizens or consumers who wanted to access different services across borders. And what would be needed for that would be a more European copyright. We’re currently stuck with 28 different national laws that are often contradictory, and that’s often causing problems in the online environment. So when the Commission came out with this proposal there was very little of this ambition to be found. There are a few exceptions that the Commission is proposing to make mandatory across the EU when it comes to teaching — so use of digital content in teaching, and preservation copies being made by libraries and archives, but this is really — while it’s a step in the right direction, it doesn’t really do much more for the market.

At the same time, when it comes to the measures that are proposed on the marketplace I think they are actively harmful, so on the one hand you have a provision that would force any company or not even company any host provider that is basically giving users the possibility to upload content on their own an obligation to monitor what the users are doing — and this is not only extremely costly for all the providers, it could be anyone from Wikipedia to GitHub to photo communities, but it’s also a violation of fundamental rights. In the past the European Court of Justice has made it very clear that member states are not allowed to impose a general obligation on internet providers to monitor what users are doing. And this is exactly what this law would do. But this is the one big criticism that I think is relevant when it comes to how this would affect the internet ecosystem.

The other one is the proposal to extend copyright for press publishers and allow them to ask for licence fees for the reproduction of even the smallest snippets of content — so, for example, the headline of a news article. This directly interferes with the possibility to link to content on the internet because of course if you’re linking to something you want the link to be meaningful, and at the very least to include the title of the article you’re linking to.

TC: How have we arrived here? Who most stands to benefit from the most controversial proposals?

Reda: I think both of these proposals are examples of really blatant industry lobbying. So in the case of these content monitoring provisions, this has been very clearly pushed for by the music industry. And it’s actually a parallel development to the discussions that are going on in the U.S. So the music industry has quite successfully convinced a lot of lawmakers that they basically need to be paid more by YouTube. The entire purpose of this article is really to
settle a fight between music labels and YouTube. The problem with this proposal is of course that its effects would go far beyond YouTube. And, in fact, probably YouTube would be one of the only hosting websites that could easily comply with this website because they already have a content monitoring facility in place. So even though it’s intended to strengthen the position of the music industry when it’s negotiating with YouTube, probably the collateral damage on other hosting websites would be a lot higher. But this is simply not something that the Commission has been thinking about when it was drafting this law. It’s very clear that they had a very specific type of website and a very specific type of content in mind, where such automated filtering may be more realistically possible.

Because if you’re trying to find a music recording, at least technologically this is comparatively simple because a music recording is more or less unique. But copyrighted content is a lot more than that. And if, for example, software would have to detect any type of copyright infringement — which is basically what this law is saying — the technology for that doesn’t even exist. So it could be things like being able to transfer to detect translations of a text that can be a copyright infringement, or pictures of a sculpture from different angles. It can be compositions rather than just musical recordings. So it’s really a huge technological challenge and it’s very clear from the fact that in all its reporting documents the Commission is only talking about the music industry that this is really what they had in mind. And there has been quite clear lobbying from the industry for this.

And in the case of the extra copyright for press publishers, it’s not even the publishing industry in general that’s in favor of this. It’s a relatively small number of — in particular two German publishing houses — that want to have this. And everybody else is a bit more puzzled by it. But because we had a German commissioner at the time that this proposal was being produced, they had very easy access to the highest levels of the Commission. But there are a lot of publishers who are actually quite critical of this proposal because they are saying that being able to be found on news aggregators and being able to be linked to by people on social media is absolutely crucial to their business model and to finding their audience. So it’s not like the entire publishing industry is in favor of this either.

[In Germany an ancillary copyright] was passed into law in 2013, and since then there has been court battles going on about what it actually means. Like how many words are you allowed to use before it becomes an infringement? And none of these questions has been solved by now. But a number of startups who have been doing media monitoring and stuff like that have had to go out of business because of the legal uncertainty, and they just can’t get funding — if they don’t know whether what they are doing is legal. And they’re probably not going to find out for several years.

**TC:** Setting aside the problem of a lack of ambition in the reform, it sounds like it has been overly broadly drafted — could the Commission fix what it has, or do you think it should be scrapped entirely?

**Reda:** I think it should be scrapped because there’s not one problem with the proposal but several ones. So I think it’s a fundamentally bad idea to write content recognition technology into law. Not just because it’s extremely invasive but because it systematically ignores users’ rights. So the way that copyright is designed in Europe is that we have exclusive rights, and then have a list of specific exceptions under which users are allowed to use copyrighted content. So, for example, in most member states of the EU you are allowed to use works for purposes of quotation, within certain limits of course. The technology is not able to
distinguish between a lawful use of copyrighted content under an exception, and an unlawful use — so it simply takes down every use of the content that is not licensed. And this of course leads to takedowns of lots of EU content and it systematically undermines the purpose of the exception, which is usually the protection of freedom of expression. So I think as long as this proposal talks about forcing anyone to use content recognition technologies it’s systematically undermining the copyright exceptions and it’s basically throwing the copyright system even more out of balance. So I find it very difficult to imagine how this could be fixed.

“I think it’s a fundamentally bad idea to write content recognition technology into law. Not just because it’s extremely invasive but because it systematically ignores users’ rights.”

The other problem is that it’s trying to misrepresent the legal status of hosting providers in the EU. Because at the moment, if a user uploads something to a platform it’s primarily the user who is responsible for it, so they are the ones who have to check whether the content they are uploading is legal and so on — and this make sense because otherwise it wouldn’t be possible to run a platform that has a lot of user-uploaded content. If you had to check every YouTube video before it’s uploaded or every picture before it can be used on Wikipedia, these platforms simply wouldn’t work the way that they work today. And so that’s why there is a limited liability for these host providers that, no, they don’t have to pro-actively check everything that is uploaded. But in return they have to take down content once they’re informed, or once they learn that there’s something illegal there. And they’re doing this. So I think that as long as the proposal first of all doesn’t recognize this legal regime and this limited liability, and at the same time speaks about content recognition, I don’t see how it can be fixed.

TC: At the moment in the EU there’s a lot of political pressure on social platforms to get better and faster at taking down problem content such as hate speech, terrorist propaganda and child abuse imagery — including governments talking about wanting the tech companies to build tools to help automate this process. Might this sort of thinking be feeding into the Commission’s proposals on copyright, too?

Reda: I think the problems associated with copyright infringement, with hate speech and with images of child abuse, are fundamentally different. So, first of all, with hate speech, the biggest problem is that according to numbers by the Council of Europe, only 15 percent of hate speech is even illegal in the first place. So the companies are often being asked to take down content that is technically legal. And then of course it’s extremely difficult because then the problem is not that the companies are not complying with their obligations under the limited liability regime, but the problem is that the laws are not fit for purpose to actually address hate speech — so there we have a problem, and it’s the problem with the criminal provisions in the member states and not with the enforcement of the law by the platforms.

Then in the case of images of child abuse, it’s relatively clear — the legal situation is essentially the same all around the world. These images are illegal to spread and therefore if you have an exact copy of the same content then it’s very easy for a platform to say this is illegal, this needs to be taken down. And there I think the use of automated recognition of these images can be justified. And then it can be taken down at the source. The problem is this doesn’t work for copyright because with the copyright exceptions, just because something is using copyrighted content does not mean that it is actually infringing. And the problem is of course if you start putting in place infrastructure for one type of content — perhaps it’s justified with terrorism — then there will invariably be a strong push to use it for all types of
other content where it is not justified. And I think — well, there are lots of examples for this — but I think for copyrighted content these automated tools simply undermine copyright exceptions. And they are not proportionate. I mean we are not talking about violent crimes here in the way that terrorism or child abuse are. We’re talking about something that is a really widespread phenomenon and that’s dealt with by providing attractive legal offers to people. And not by treating them as criminals.

**TC: How do you believe startups might be disadvantaged by the current proposals for the EU copyright reforms?** Big companies like Google have some clear risks but also big resources to respond to new laws. What specific risks do you see for startups?

**Reda:** There’s a certain cognitive dissonance among a lot of the regulators in Europe because on the one hand they are kind of upset about the fact there are so few European startups and they’re wondering how we can better compete with the U.S., but at the same time they’re putting in place laws that are targeted at the big U.S. tech giants but that actually end up hitting the domestic startups a lot harder because they have to comply with pretty strict regulations from the start that they’re not equipped to actually deal with, and that often hampers their possibility to get funding. I mean something that an investor certainly does not want to have is legal uncertainty. And a big flaw of the proposals that are put on the table by the Commission is that they are unclear. If you took, for example, the neighboring rights for press publisher by its word you would have to conclude that taking a single word, or even a single letter from a publication would be an infringement because, unlike copyright, neighboring rights do not have a threshold of originality. But at the same time, of course, common sense dictates that you cannot have an exclusive right on a single word or a single letter. So it’s clear that interpreting what exactly this law protects would be up to the courts. And probably the courts in different countries would come to different conclusions. So this is a huge source of legal uncertainty and it’s particularly hitting those who are trying to create new and innovative business models. And I think this is quite tragic. It’s precisely startups that have the possibility to actually find the new business models that the cultural sector so dearly needs. It’s just that the large incumbents — such as those two publishing houses that are behind the press publishers’ rights, they don’t have a particular interest in having new competitors on the market that might be more efficient at bringing the news to people. So they have a clear interest in introducing this law. Even if they don’t think that they’re actually going to get any money from Google for using their snippets — it’s simply about making it more difficult for new market entrants to compete with them.

For the neighboring right [the biggest impact will be on] news startups, everybody who is dealing with news analysis. We had a couple of examples of startups like that that are, for example, trying to find ways to detect fake news, or to give people different sources or propose different sources to try to corroborate a story. Things like that would be extremely difficult with the neighboring right. It would also affect companies that are engaged in big data mining, because there is a new exception in the proposal that explicitly allows text and data mining for research organizations but not for anybody else. So this is an area where it’s currently quite unclear whether big data mining constitutes copyright infringement in the first place. But if you explicitly allow it for some then it kind of implies that it’s forbidden for others.
And I think the third kind of startup that is particularly affected by this is any kind of platform for sharing user-generated content. For example, we had an example of a Belgian startup called MuseScore, which is quite a popular platform for people to exchange sheet music — and it’s usually people simply sharing their own compositions. But of course there is no software that could automatically detect copyright infringements in sheet music because it’s not simply somebody copying the sheet music one on one. But rather whenever a composition to which the person who uploads the sheet music doesn’t have the rights, is included there this would constitute a copyright infringement so you would have to somehow technologically make the leap from a particular melody to that melody being expressed in sheet music and that technology is not available.

**TC: Could this reform mean companies using large amounts of data for building AI models might technically be committing a copyright infringement — if they’re using copyrighted data to train a machine learning algorithm?**

**Reda:** Yeah, if they’re, for example, learning to detect cats in pictures and using a bunch of cat pictures from the internet to train their algorithms, then the argument goes that by copying these images they are using a copyrighted work and they would need a license for that. In most countries it’s kind of clarified either that this kind of use is fair use or there’s specific exceptions for text and data mining — for example Japan has introduced a text and data-mining exception that clarifies that it’s not a copyright infringement. But there’s also the question should this be covered by copyright in the first place? Because you are not using the work as an intellectual creation you are just using the data in the work. For example, if you’re mining text and you’re looking for particular patterns, you’re not really interested in what the text means, you’re interested in how often a particular word is used or something like that. So arguably this is not actually a use of the work as such but rather just of the data that’s carrying this work. So if we introduce a text and data-mining exception only for certain organizations and startups are not included in that, then we’re basically saying that any kind of startup that if you’re using copyrighted content for training their AI would be performing a copyright infringement.

**TC: On the flip side, you could argue that while algorithms may not be using the work itself there is a kind of value exchange going on, based on extracting something useful (and potentially profitable) from the data.**

**Reda:** Copyright law was never designed to be based on whether or not you are commercially benefiting from the use or not — I mean, if this were the case then all non-commercial use of copyrighted works should be legal, but it’s not. It’s always based on whether or not you’re performing certain protected uses such as making a copy. And in the digital world you just need to make copies a lot more than in the analogue world. I think that would have been perfectly legal in an analogue content — such as reading a book and counting the number of times a certain word is used is not a copyright-relevant act in any way. And just when you’re using a computer to do the same thing, then it suddenly is.

The other issue is that it only makes sense to require people to get a license if it’s actually possible to get a license. But how would this work? If somebody’s just scraping loads of images off social media, for example, the rights holders of those images are spread all over the world — there are millions of them, and if you actually contacted them and said “hey I want to use your cat picture that you posted on Twitter for training my AI, can you please given me a license,” they would not know what the hell you’re talking about. The transaction
cost of actually trying to do this legally would be so high that it would simply not pay to do this kind of research anymore. So basically by saying this is something that requires a license you are guaranteeing that it is simply not going to be done legally. But you’re not actually creating new business opportunities for anyone.

TC: I haven’t personally heard many European startups voicing concerns about the EU copyright reform — do you think there’s an awareness problem here? Or maybe they don’t yet realize the potential implications down the line?

Reda: I have a somewhat different impression. Because when we invited some startups to come to Brussels to speak about their experience it was extremely easy to find startups that were concerned about this, and had very specific concerns about either the neighboring right or the content monitoring. Of course, if you’re a startup founder you probably don’t have the resources to lobby in the same way that a large company does because you’re basically spending all of your time on developing your product, but nevertheless there are a number of startups that are actually coming to Brussels and talking to policymakers. They have formed a business association — Allied for Startups — which is also organizing their activities. And they focus quite a lot on copyright — so for example Allied for Startups has done this startup manifesto — scale up manifesto — that they have presented to the European Commission where they are extremely critical of these proposals. So of course I don’t expect every startup founder in the EU to know about this because it is still quite a complex legislative process. But I wouldn’t share the impression that they’re not concerned about this. My impression is more that if they know about it they are concerned.

TC: What arguments are you hearing from larger tech companies — like Apple, Google, Facebook, Spotify — about the copyright reform?

Reda: Apple, I have to say, has not been particularly active on this. And also Google. They’re mostly active through their business associations. So it’s extremely difficult to say what exactly is the position of which particular players. Google was invited to one of the hearings that we had in the legal affairs committee. And they were basically spending their time explaining how Content ID works, what they’re already doing voluntarily, and kind of also explaining the limits of what the technology can do — so, for example, they were quite open about the fact that it’s not capable of interpreting copyright exceptions and limitations.

Generally I would say the tech companies have been most concerned about the content-monitoring provision. Because it really affects a very broad range of companies, where the neighboring right is more targeted at a specific kind of company that is active in the news sector in some way.

I met with Apple this week but they were more concerned about the Electronic Communications Code, so the telecoms review that is going on at the moment. They did have concerns about the content-monitoring provision… I’ve spoken to SoundCloud and they are really quite concerned about this, and they were quite open in saying that if this kind of provision had existed when they started out, they would have never managed to survive. And nevertheless, they are kind of a licensed service nowadays and are able to work with the rights holders. So they’ve been quite active on this. I’ve met with Facebook at some point. And I mean they were just reiterating their concerns about the content monitoring and the neighboring right. It’s certainly on their radar.
I think generally [the big tech companies are] trying to emphasize that they’re already doing a lot of things on a voluntarily basis.

**TC:** You’ve personally been pushing for copyright reform for years — and made it your legislative priority. Why is that? And what would you really like to see happen? What would be your ideal copyright reform?

**Reda:** I think that copyright reform is absolutely crucial for access to knowledge and empowerment of people. I think the cultural sector is just one small element of this. I think where the negative effects of the copyright system are much more apparent is the academic sector, where basically you have a small number of extremely powerful publishing companies that have profit margins of upwards of 30 percent, that are basically living off getting articles for free from researchers at universities and then selling them back to the universities at astronomical prices. And I think this is an extremely unhealthy system, it’s contributing to global inequality because basically universities in developing countries and increasingly also in industrialized countries are not able to afford access to the content that is actually necessary to get a good education. So this is really what my motivation behind this copyright reform is.

“**Copies that are made in a digital environment should not be treated the same way as copies in the analogue age.**”

I’ve worked as a student assistant at a university — and I know firsthand the problems that exist with simply being able to access the knowledge that has been produced with public money because of the way that the copyright system is set up. What I would really like to see — I think where a huge mistake has been made in translating the copyright system to the digital world is that copies that are made in a digital environment should not be treated the same way as copies in the analogue age. If you have 20,000 copies of a digital book in your basement it’s very clear that your intention is to distribute them and so it’s kind of a short cut of the law to simply make the copies themselves illegal, and not just the distribution. But with digital technology that’s completely different because any kind of use of digital technologies requires the making of copies and it is not implied that just because you’re making copies your intention is to give those copies to somebody else.

Just to give you an example, a friend of mine has a digital hearing aid — a cochlear implant which is basically implanted into his brain and it translates an audio signal into a digital signal, and that’s why he’s able to hear again. And if there were no exceptions to copyright that allow for example this copy from analogue to digital then he would be committing a copyright infringement every time he’s listening to music. And this obviously doesn’t make any sense. So what I would really like to see would be a reform that simply does not take digital copies as the basis for what is considered to be a copyright infringement anymore.

**TC:** What do you see as the likely result of the copyright reform process — are you hopeful of being able to make substantial changes to the proposals?

**Reda:** I’m quite optimistic that we’re going to be able to defeat the neighboring right. It’s a wildly unpopular measure wherever it has been introduced in Germany and in Spain. The parliament has already voted against it several times. I’m of course concerned about the really intense lobbying from some publishers who are trying to shift the position of the parliament. But so far most of the parliament reports that have come out, including the Legal committee, they have all been proposing to get rid of the neighboring right.
I am more pessimistic when it comes to the content-monitoring provision because there it’s extremely difficult to change this proposal into something that is not harmful. It’s a very complex ecosystem and I think not everybody is aware of the problems associated with content recognition technologies. And as you were saying, it’s kind of mixed up with the discussions around terrorism and hate speech. And I think that’s always a very bad starting point for having a really targeted copyright reform that it’s not mixing up a lot of different issues. So there I’m a lot more skeptical.

**TC: What happens next? What’s the timeline from here?**

**Reda:** The European parliament has presented its report, and the deadline for amendments to that is actually today [last Wednesday]. So after everybody has tabled their amendments the person who wrote the report, the rapporteur, is going to take those amendments and form them into compromises. Then we’re going to vote on it in the committee, probably in June or July, and then it will go to the plenary vote and to negotiations with the Council. So a final text could be expected maybe in a year or so.

**TC: So there’s still a chance for substantial amendments?**

**Reda:** Basically so far the proposal from the Commission is only the starting point. And nobody is bound by what the Commission has proposed. And actually Council as well — there are a lot of national governments who are completely unconvinced by the neighboring right, and are asking a lot of critical questions, so it’s very possible that we can get rid of these proposals if we’re keeping up the public pressure and it’s convincing also national governments that this is also not in their interest.

*This interview has been lightly edited and condensed for clarity.*