
Meeting between Valère Moutarlier and  ITI  
02/02/2021, 16:30 - 17:15 

BRIEFING NOTE (Commission Internal) 

Scene setter/Context of the meeting: 

 You are meeting 
Information Technology Industry Council (ITI).



 ITI, based in Washington D.C., is an advocacy organisation
representing companies from various segments of the tech-
industry.

 Among ITI’s 74 members are leading tech companies, mainly from
the U.S. (e.g. Amazon, Apple, Google, Facebook, Microsoft, HP,
Qualcomm), but also from Europe (e.g. Ericsson, SAP, Schneider
Electric) and Asia (e.g. Lenovo, Samsung, Softbank, Toshiba).
 Some members are not truly or purely tech-companies but rely on
technology to do business (e.g. Siemens, VISA, MasterCard, Toyota,
etc.).

 ITI has requested an exchange of views on the following policy files:
(i)  Data Governance Act, (ii) Platform legislation and the DSA-
DMA, and (iii) Upcoming artificial intelligence proposals.

Objective of the meeting 

 Present the rationale of our tabled and upcoming proposals.
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Background 

 

Platform legislation 

 On 7 September 2020, ITI submitted input to the open public consultations
for the Digital Services Act (“DSA”) and Digital Markets Act (“DMA”).1

 On 15 December 2020 ITI published its initial analysis of the DSA and DMA
and on 17 December 2020 ITI co-organised panel discussions on the DSA and
on the DMA featuring a.o. (on DMA) MEP Anna Cavazzini, Chair of the

1 For the DMA under both the open public consultation for “the Digital Services Act package – ex ante 
regulatory instrument of very large online platforms acting as gatekeepers” and the “New Competition Tool”. 
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o The commitment to risk-mitigation measures having to be not only
effective but also reasonable and proportionate is important.

o Enforcement: the proposed level of fines seems disproportionate to the
type of violations. In addition, given the seriousness of the sanctions, the
companies concerned should be provided with the possibility to contest a
decision before a penalty is imposed.

Position ITI on DMA 

 ITI underscores the need to focus on a company’s conduct and its interaction
with users, rather than the size of a particular player, users, or the number of
services it offers.

 ITI underscores that there should be no negative implication attached by
default to companies designated as gatekeeper under the DMA criteria.

o ITI believes that the label “gatekeeper” is inappropriate for designated
companies. This designation is only a prerequisite to attach more stringent
obligations to platforms that play a systemic role in a market. Talking
about a “provider of core platform services” would be, according to ITI,
more appropriate.

 ITI underscores the need for international dialogue and cooperation in
developing the new rules for the digital economy in the EU as other markets
may draw inspiration from it.

 ITI stresses the importance – both to the EU and the multilateral trading
system – that the DMA’s key features are objective and non-discriminatory.

 ITI highlights the following key provisions in the DMA:

o Gatekeepers should be designated on the basis of objective criteria.

 These criteria should not be designed to capture or exclude a priori
certain companies.

 It is not clear why turnover may be an indicator of significant impact,
while criteria like market shares are not considered.





‒ A large majority of respondents also considered infrastructure such as 
world reference testing facilities (76%) and European data spaces (75%) 
important or very important. The role of Member State coordination in 
the promotion of AI uptake by business and public sector, as well as the 
increase in financing for AI start-ups were seen as (very) important by 71% 
and 68% of respondents respectively. 

 ITI have provided their views on the AI White Paper and the Inception Impact
Assessment (cf. attachments).

 

 

  
 
 
 
 

 

  
 

 

Position ITI 

 ITI and its members share the firm belief that building trust in the era of digital
transformation is essential. For this reason, they welcome the goal to foster
the development and uptake of safe and lawful AI that respects fundamental
rights and ensures inclusive societal outcomes, all while preserving an
enabling environment for innovation.
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 In their view, it is crucial for Europe to not only look at the potential harms of
using AI, but also consider the potential economic and social harms of limiting
the use of AI, which may decrease its positive impact on our communities.

 ITI urges the Commission to take into consideration the wide array of possible
applications of AI technology, and their different use cases and risk factors
when approaching the development of policies related to AI. They suggest a
context-specific and risk-based approach for policymakers to develop a
framework that adequately addresses any unintended risks that AI may pose
while simultaneously promoting technological innovation.

 New legislation should be considered only where legislative gaps are clearly
identified. ITI welcomes the consideration of risk as the key factor in defining
the scope of potential legislation. ITI also urges the Commission to carefully
consider the definition of high-risk AI applications and take into account use
case, complexity of the AI system, probability of worst-case occurrence,
irreversibility, scope of harm in worst case scenario and sector.

Contact: 

 (CNECT A.2), tel.: +32 229  

CVs of the interlocutors. 
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